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Abstract

Surveys are frequently conducted repeatedly throughout the course of the years or seasons in order to
track changes in characteristics of interest. Estimation in current occasion is possible by utilizing facts
from prior occasion, we have spent time in working on the subject of population mean estimation in two
occasion successive sampling. An estimator T is Proposed by using the convex linear combination of
tow estimatorsT,, based on u units of sample drawn afresh at the current occasion, and T, , based on m

units, which is retained from the previous occasion. The mean square error expressions and bias of the
proposed estimator is calculated, and the best replacement strategy for the specified scenario is also
explained. An empirical study is carried out to evaluate the estimator’s efficiency. The coefficient of
variation (CV) and mean square error estimates shows that the suggested estimator is more efficient than
the current estimators taken into account in this study.

Keywords: Coefficient of variation, mean square error, estimators, efficiency.

1. Introduction

When it comes to survey sampling, researchers continually look for new methods that will improve the
precision and accuracy of estimators of population parameters during both selection and estimation
phases. Examples of this estimators include mean, total, variance, proportion, and coefficient of
variation. Numerous methods of sampling have been explored during the selection stage to choose study
units that will closely resemble the population parameters (Singh et.al.,2019). From the review of Kumar
et.al, (2010), Singh and Pal (2016), Singh and Pal, (2017), Bandyopadhyay and Singh (2016), and Etuk
et.al., (2016), it is seen, that using an additional variable that has a strong correlation with the variable
of interest at either the selection level, estimation level, or both levels of the survey, with any sampling
strategies, has proven to give more accurate and efficient Population parameter estimate Compared to
those who solely rely on the research variable under investigation.

Information gathered from baseline and end line (mean or variance) surveys are typical cases of how
population features may evolve over time depending on the sample taken for investigation. One well-
known technique to calculate the population parameters and measuring the difference in change in
research variable in survey is the successive sampling strategy, which is a procedure under multi-phase
sampling (Singh and Pal, 2017). This was reported by Jessen (1942), who proposed sampling twice as a
method, in order to calculate the average population on each occasion and also shift from one occasion
to another (Khare and Habib, 2013).
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There are a number of early studies on two occasion sampling; a few of them are (Rao & Graham,
(1964); Shabbir et al., (2005); Singh and Vishwakarma, (2007); Singh et al., (2012); Subramani, (2013)).
Similarly, there are several population estimators in two occasion successive sampling that have been
developed, these include estimators by, Singh and Homa, (2013); Anieting and Ezugwu, (2013); Singh,
and Pal, (2016); Singh and Pal, (2017); Singh and Singh, (2017); Singh et al., (2018); Singh and Khalid
(2018); Zoramthanga, (2018), and numerous others, who have contributed significantly in this direction.
Recent studies by Singh et al., (2019); Singh, (2020); Muili et al., (2022); Tiwari et al., (2023), and
many others.

This study suggested estimator which consists of mixture of regression cum exponential ratio estimator
for the unmatched section of the sample and a mixture of exponential-ratio cum regression estimator of
the matched section of the sample. All cases are useful when the variables are positively correlated. The
sampling processes and a few existing estimators are explored in this study.

2. Preliminaries and Notations

Let the following 7 = (7., 7,,---, 7, ) be a defined population of size N, sampled on two occasions. Let
y be the research variable and x and z be the auxiliary variables related to y. take a sample of size n on
first occasion, utilizing simple random sampling without replacement. On the second occasion, a sizeable
random subsample of size m=nA unit was kept (matched), utilizing simple random sample without
replacement from the remaining (N-n) fraction of the population, a new sample of size u = (n—m) =né

unit is taken. The selection of sample for the second occasion is made so that the sample size is n as
well. Here 8 and A represent the percentage of matched and unmatched units in the sample that satisfy

the following condition,0< A <1, 0<6<1 and A +0=1.

Throughout the investigation, the following notations are utilized. The population average of the
variables x, y, and z are respectively, X,Y,andZ . The sample average of the various variables of size

given in suffices are Yur Y Xms Xor Zus Zy , and ZnThe correlation coefficients between the variables

shown in subscript are p, ., p,,, and P The coefficients of variation of the variables x, y, and z are

. S, S S
respectively C,, C,, and C,. WhereC, _7 C, :ZTZ, C, :YTy’ C,=p,,C,C,,
C C C, N 2
Cyz :pyszCz sz :pszsz’ ny :pyxC_y’ Kyz =Py, C_yv K, :,OZXC—1 S; :ﬁZ(y, _Y) :
X z X i=1
N 2 N 2

1 1 1 1 1 1

2_ 1 2_ 1 = A =="-" ] ==-=

x N lg( ) Z N lg( ) u N m m N n n N

The following definitions apply to the error terms that are used to determine the estimator’s bias and
mean square error (MSE);
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v, :\7(1+ e, ) V. :\7(1+ €m ) X, =X(@1+e,), X, =X([1+e,),

=Z(1+e,) z, =Z(l+e,,), z,=Z(l+e,)

and the expected values are

E(eyu) = E(eym) = E(exn) = E(exm) = E(ezu) = E(ezm) = E(ezn) =0

E(e;,)=4.C;, E(ey,) =4,C; E(e%)=4,C?, E(e?,)=4,C
E(e ) /1 CZ E(e ) /’L E(e ) )i’n z! E(ezn zm) /1
E( yu? zu) A Cyz' E( ym? xn) /I C ( ym? xm)_ E( ym? zm) ﬂ“ yz!

E( xn' ) /ln x ! E(exn’ zm) ﬂ’ Xz ! ( xm? zm)_
3. A Selection of Some Population Mean Estimators for Two-Occasion Successive Sampling
(i) Shabbir et al., (2005) Estimator

An estimator to estimate the population mean on current occasion in two occasion successive sampling
was provided by shabbier et al. (2005), as reported in Tiwari et al., (2023);

Tsac =BTsncm) + (- ¢)TSAG(u) 1)

Where the constant ¢ is unknown and the estimators of Y based on the matched and unmatched portion
of the samples are T, and Tg,q ., respectively. The definition of T, is

o o o\ X _ - o\ Z
TSAG(m) - Wl{ym + bl(xn - Xm) ?} + Wz{ym + bz(zn - Zm) Z:} (2)
Where b, and b, are the regression coefficients of y on x and y on z respectively, for the matched section,

and w; and w, are constants such that w, +w, =1.

T Is defined as;

SAG(u)
Tsacy = Yu +b(Z - Z,) (3)

Where b is the unmatched fraction regression coefficient of y on z. The minimized mean square error
(MSE) of T, s given as;
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S, J [1— Pr — Q(pix + Py =200 Py Pox )]

MSEO-SAG) = ? l(50 + gpjz Xl_pzzx)_ Hz(p;( + /052 - 2pyxpyzpzx )J

(4)

(if) Singh & Pal, (2016) Estimator

Tiwari et al., (2023), presented an estimator proposed by Singh & Pal, (2016) to calculate population
mean Y on two occasion successive sample as;

Tsp =B spim + A=A Tsp(y (%)

¢ isaconstant, and Tg, ), and T, are defined as

Z+17 Z+7Z, Z+7Z,

m

Where b, is the regression coefficient based on the matched fraction, and @, , and «; are scalars.

Tspy = Yu eXp{%guT)} (7)

+Z,

Where ¢, is a constant, the minimum MSE of T, is given has

S2 5,[5, = 6(p% + P22 =20, 000 )|

MSE(Tsp) = ? [50 _ez(pj-x +p5Xp22X — 2,0yxpyzpzx )J

(8)

(iii) Tiwari et al., (2023) Estimator

Tiwari et al., (2023), suggested an estimator for determining population mean Y on current occasion as
Tuss = PTussim + (1= A Tiss ) 9)
Where ¢ is a constant derived from MSE(T,)

The estimator for the matched portion is

N | NI

- - Z-1,
TKSS(m) = [ym + al(xn — X )]eXp a, (——j (10)
Z+1Z,
Where a; and «, are constant derived from MSE.
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The unmatched portion of the estimator is defined as

(7). (-1
Tesswy = Yu (Zj eXp O{Z_Jr UJ (11)

Where « is areal scalar. The minimum MSE of T, is given has

N

N

S? 5,0,0-00%)-ov?]
n |6, )-07v?]

MSE (Tyss ) = (12)

Sy 152 (L= p) — 6N
V2 +50pfz

Key:50 =(1_p§z)’ \ :(pyx _pxzpyz)7 00 =

4. Proposed Estimator

Taking inspiration from Shabbir et al. (2005), Singh and Pal (2016), and Tiwari et al., (2023), an
improved estimator is suggested, for calculating the population mean of the research variable (y) on the
current occasion in two occasion successive sampling.

T= ¢Tm + (1_ ¢)Tu (13)
Where ¢ is a constant derived from mean square error, MSE(T).

The estimator for the unmatched portion T, is defined as;

Z+7

u

Tu =ﬂl[yu +b1(Z__Zu)]+(1_ﬁl)|:yu exp(E_zu J:| (14)

Where p, is a constant derived from MSE(T)

The matched portion estimator T is given as

T, =ﬂ{vm exp@_f; ﬂ+(1—ﬂ2)[7m +b, (X, - %,)] (15)

Where S, is constant derived from MSE(T)
5. Features of the suggested estimator

Transforming T, and T in form of errors (e;) terms, where i=x,y,&z,and j=u,m,n, to obtain the
bias and MSE, is as follows.
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T, =BV +e, )+0,(Z-Z@+e, )|+ - ﬂl){ Yit+e, )exp(wﬂ (16)

Now, using Taylor’s series approximation, expanding the formula and terminate the terms having (e;

)’s degree more than two. Assumlng‘e ‘< 1, i=X,Y,&z; j=u,m,n. After simplifying gives,

-\ o 1 3 1
(Tu _Y):Y‘:_IBIRlezu _Eezu +§ezzu +eyu 2 yu €ut5 ﬂl w ﬂlezu +5 ﬂl yu zu:l (17)
Where R, =£_
Y

The bias to the first degree of approximation can be found by taking the expectation of each side of
equation (17);

B(T,) = VA (- A)3CE +(,-2)3C, |

squaring both sides of equation (8), and eliminating the terms whose degree of (e; )’s is more than two,

gives;
1
(T Y_)Z Y_2 - ZﬁlR b ezueyu +ﬂ1 R bl u +ﬂ1R b e ﬂlz Rlblezzu +e32/u +Zﬂ12e2 (18)
_lﬂl e22u € yu +ﬂlezueyu +— L e
2 4

Taking the expectation of both sides of Equation (18), gives

_zﬂlRlblcyz +ﬂ12R12b12C22 "'lglRlblcz2 _ﬂlz RlblC22 +C5 "'lﬂlzcz2
MSE(T,) =Y 24, 4 (19)

_%ﬁl C;- _Cyz +181Cyz +%CZZ

In order to minimize MSE(T,) , Equation (19) was differentiate with respect to £, and equate to zero.

d
a MSE(T))=

1

It provides an ideal value of f;;
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5 - -C;+2C,,
b (2R1b1 _1)C22

Putting the value of },, into Equation (19), to obtain the minimized value of MSE(T,), gives

_,. [cici-c?
MSE(Tu)min :Y zﬂlu [%J (20)

=Y*4, (1_1052 ki

Now, express T, in terms ofe; ’s to drive the bias and MSE of T,

T, =(1-p, )V (+e, )+b,(X(1+e, )- X(L+e, )|+ Y {(uey )exp[%ﬂ (21)

By utilizing the Taylor’s series approximation, and expanding while disregarding terms with ¢; s degree

greater than two, gives

eym + R2b2exn - szzexm _/32 szzexn +ﬂ2 szzexm ﬂzezm +— ,Bz zm zn
(T,-Y)=vy (22)
m 1 ,
+§ﬂzezm - ﬂz ym €m

Where R, :Yé

The bias to the first degree of approximation can be found by taking the expectation of each side of
equation (22) which yields;

B(rm):Y_|:%IBZC22X’n+%ﬂ2C22/1m_ ﬂz yz m} (23)

Equivalently squaring both sides of equation (22), and eliminating the terms whose degree of (e;)’s is
more than two, gives;
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BIRIbjey, — 2, Ribjel, + iRy, 20, Ribey, — 2R7bje, e, —2R,D,e

2 ¥ xm¥xn Xm™~ym

1
2 2,2 2lh24/2 22,2 2p2K2
+ 2|:QZbZe € +eym +ZIB2 €m T RZ bZexm + RZ bzexn _ﬂZ R2b2exnezm _2ﬂ2 R2 b2 €m€xn

xn~ym

(r,-Y)f=v2 (24)
+ 4ﬂ2 Rzzbzzexmexn + Zﬂz szzexmeym - ﬂzz R2b2exmezm - Zﬁz RZbZexneym + ﬁzz R2b2exnezm
+ ﬂz Rszexmezm - ﬂz eymezm
Taking the expectation of both sides of Equation (24), gives
 BIRIDICI A, — 28, RIDIC A, + BIR3DICIA, 28, R3bICIA, —2R3DICIA, |
1
_|=2R,b,C A +2R,b,C A +C2A +=B2C2A +R2b2C2A_ +R’b2C2A,
MSE(Tm)=Y2 2M2 %y 2MaVy y 4:32 2V 2Y2 (25)
= BoRob,C ook =283 R3D;CLA, + 45, RiD;CIA, +25,R,0,C Ay,
_ﬂzz RZbZszﬂ“m - 2132 RZbZnyﬂ’n + 1822 RZbZszﬂ“n + ﬂz RZbZszﬂ“m - ﬂZCyzﬂ’m

Differentiating Equation (25) partially with respect to 5, , and equate to zero gives the expression for £,
as;

_ 2(2R22b22C>§(ﬂ’m _ﬂ’n)_'_ RZbZsz(ﬂ“n _ﬂ“m)+2R2bZny(2’n _ﬂ“m)_'_cyzﬂ“m)
2 4R22b22Cf(/1m _;tn)+4R2b2sz(ﬂn _ﬂm)—i_czz/lm

Substituting the value of f,, into Equation (25) gives,

[_szfzﬂ’l +4W2pxzpyz/11 _4W2p§xﬂ“1 +4W2pyzj“2 +3W2/12 —-2w pxzpyzﬂ’z —4w pyxpyz/12 C2
2 2 2 y
MSE(T. ) =¥ =AW p A, +2W pu Ay + Py A + A

AW’ A, — AW p,, Ay + A,

(26)

Kz +4,

2 2 42 2
MSE(T.) :S_y(Kl.l +Ky, +,Uyz;tm +/1mJ
m

Where

Ao =A =2, A =24 A — A2 =1, Ay =22 — A A

Kl.l = (4W2:0xzpyz _szfz _4W2p§x )A’l

Kyo = (4w p,, +30° —2W p,,p,, —4W p,p,, —4Wp,, + 2’ p,, )1,

K1.3 (4W2 —4w Pxz )ZO
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By definition;
MSE(T) = (1- $)* MSE(T, ) + ¢*MSE(T,,) 27)

2pD2|K242 2 2 2 2
- 2lglRlblezueyu +ﬁ1 I:21 bl €. +ﬂ1Rlb1ezu _ﬂl Rlblezu +eyu

MSE(T)=(1-¢)"| 1 1 1 4
2,2 2 2
+Zﬂl €u _Eﬂl €u _ezueyu +ﬂlezueyu +Zezu
_1822 R22b22e§m - Zﬂz Rzzbzzefm +1822 R22b22e5n - 2ﬁ2 Rzzbzzefn _2R22b22exmexn _2R2b2exmeym |

(28)
FORD,E, 0+ 4y 105, + REDIEE, + RIDSEE ~ ARD€, €1 ~2IREDIe 0

+ 4ﬁ2 Rzzbzzexmexn + zﬂz I:22b2€><meym _ﬂzz R2bzexmezm - 2ﬂ2 RZbZe €ym t 1822 szze €

xn<ym xn<zm
_+ ﬂZ RZbZexmezm - 132 eymezm

Differentiating Equation (28) with respect to f,, 8, and ¢, and equating to zero, yields;

_ -Ci+2c, 2(2R202C2 (2, — 4, )+ R,b,C (2, = Ay )+ 2R,0,C (4, = 4, )+C , A )
b (2Rlb1 _l)czz , 2 4R22b22Cf(2’m _ﬂ’n)+4R2b2sz(ﬂ“n _ﬂ’m)+czzﬂ“m

yz7*m

5 Ak Cict, ~Cici,)

- (K3.2 + K3.3 + K3.4 + K3.5)

Where

Ksi = /10(4W2C5C5C22 —4W2C5C52 —4wC _C2C?2+4wC, C?2 )

x2~y ™~z xz~yz

Ky = A0 (WC2C2 —4W’C,,C,,C? +4W?C2C2 +4nC ,C2 )

Xz~ yx 'z yx 'z Xz ~yz

Ksis :/11(4W2C5C52 —4wC,,C? —4W2C5C§C22 +4wC CZCZ)

xz~'yz xx~y ™~z

Ky, = 4,(4W?C2C2C? —4wC ,C?C? +2C ,C! —4uC ,C,,C? ~W?CZC! —2uC ,C,,C? +4W’C’C,,C?)
Kys = 4,(C2C! +C2C2)

yz~z

Substituting the value of S, B, and ¢, into equation (16), we get

2

2 4 2 2
MSE(T) = Sy | Koy + Koy +0°Ky5 + pyds +8p5, An Ay + Ay + 4444,
n

Kos +Kys _92K2.6 +p52 (ﬂ’ﬁw + Andn) + 44

(29)
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Where

K,y = 20 (AW 0, 0,07 — W2 p2 P2 — AW P2 pL, +W2 2 — AWy, o, + AW 2 )

K,, = 4 (16wp,, p¢, ~16W2p’, +320 p% —32wp,, p? —16W* +16Wp,, )

2przp§z _4W2,032 +4Wpyxp)::’z _3W2,052 +4przp§z _ZWpyxpjz +4W2pyz

~
Il

2.3 A

N

_2przpyz _4Wpyxpyz +3W2 _4W10xz + 2Wpyx

KZ..4 = }“0 (szfz _4W2pxzpyx +4WZp§X)

K2.5

2‘1(4W2p§z _4przp§z _4W2 +4prz)

K2.6

/12 (4W210yz _2przpyz _4Wpyxpyz +3W2 _4W10xz + 2W/0yx)
6. Optimum Replacement Policy

To obtain the optimum value of @ (fraction of sample to be drawn afresh on the second occasion) to

enhance an efficient estimates of Y with maximum precision. MSE(T) will be minimize in equation
(29) with respect to @, which resulted to the quadratic equation as shown below.

d,0” +2d,0+d, =0 (30)
Where dl = K2.4K2.1 - K22K2.5; dz = K2.4K2.3 + K22K2.5; ds = K2.3K2.5 + K2.6K2.1

Solving equation (30) for & gives;

31)

If the true values of @ exist. Two real values of @ are attainable for any combination of correlation
coefficients p,,, p,,and p,, that meet the requirements of a real solution. It is important to keep in

mind that0 < @ <1; when selecting the values of 6. If all the values are acceptable, the lowest 8 value
will be the best option, because it will lower the survey's cost. Equation (32) displays the optimal value

of the mean square error of T, which is obtained by substituting the admissible value of 8, from
equation (31) into equation (29).

MSE(T) = Sy | OoKa + Koo + 0, Koy + pyds +8p0, A 2y + gy + 4004,
n

Kaos + 6K 5 _902K2‘6 +pjz (ﬂ’i + Anda) + 44

(32)
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7. Efficiency Comparison

If MSE(i) < MSE(j), then estimator (i) is assumed to be more efficient than estimator (j). The task at
hand is to determine the circumstances in which the suggested estimator T performs better than the

estlmator,TSAG ,TSF’ , andTKSS. From equation 4, 8, 12 and 29. It can be shown that;

(i)  MSE(T)., <MSE(T..), if and only if

0ylL= %~ OLPE + P2 = 2P PP )~ Go1 = a2 = Gas + PloAs — 8Dy = 7+ by >0

(ii) MSE(T),,, <MSE(T,), if and only if

80(00 — Ol02 + P22 = 20D )~ o1 — G20 — Gos + Plole —BPE Ay — A2+ 42 A >0

(i)  MSE(T),, <MSE(T,y), if and only if

min

80(05 (1= 6% )~ N )= Gy1 — oo — 6oy + Pl —BPB AN A, — B2+ 42 2y > 0

Another measure of efficiency includes, the coefficient of variations (CV) of the stated estimators, it is
calculated to determine how efficient is an estimator in the study. This is given as

MSE(T.
cv = YMSE() 160
T;
Estimator with the smallest CV is considered the “best” in the class of all estimators.
8. Empirical Study

Three populations are examined in this study; these populations are synthetic population studied using
R-studio. The populations are as follows; populationl: has N=100, n=50, u=30, m=20, Population2: has
N=500, n=150, u=100, m=50 and Popultion3: has N=1000, n=300, u=198, m=102. Table 1 contains the
data statistics for this populations.
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Table 1: Data Statistics
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SN N |n |[M |u |s’ c, |c |c . Py | P
1 100 [50 |30 |30 |11.9281|0.1454 |0.0138 | 0.0053 | 0.7489 |0.677 |0.6977
2 500 | 150 |50 |100 |193.32 |0.1291 |0.0182 | 0.0261 | 0.6127 | 0.445 | 0.4756
3 1000 [ 300 |97 |203 |971.29 |0.2897 | 0.0322 | 0.0392 | 0.2894 |0.154 |0.2896
Table 2: Evaluating the estimator’s performances using simulated data.
S/N | Population Estimator Estimate MSE(T) | CV
Torc 45.3230 0.0199 0.3112
1 N=100, n=50, u= | T 44,9146 0.0185 0.3028
30, m=20 Tess 44.8837 0.0144 0.2667
T 44.8018 0.0077 0.1936
Tons 42.8997 0.0063 0.1850
5 N=500, n=150, Tep 44,7056 0.0057 0.1689
u= 100, m=50 Tess 44.0708 0.0046 | 0.1596
T 44.7108 0.0014 0.0837
Tsac 84.5013 0.1252 0.4264
3 N=1000, n=300, | Te 84.7886 0.1194 0.4075
u=198 m=102 | T 85.3999 0.1134 | 0.4036
T 85.2453 0.0020 0.0525

Table 2 shows that the CV values of the suggested estimators are lower than those of the three existing
estimators that are being considered in this study for three population sizes. These indicates that the

proposed estimator T is more efficient than the estimators of Shabbir, Azam, and Gupta (2005) (Tg,g ).

Singh and Pal (2016) (T, ), and Kuldeep Kumar Tiwari et al. (2023) (T, )-

9. Application to Case Study

In this section, we use data from the broadsheet of students results in faculty of sciences, in their first
and second semester exams, to show the performances of the proposed estimator. The data comprises
of their grade point average (GPA) denoted as (Y), their use of English (X) and General mathematical
knowledge (Z). Table 3, shows their estimates of mean, their MSE and their coefficient of variation

CV.
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Table 3: Evaluating the Estimator’s Performances, using a Case Study

JRSS-NIG. Group Vol. 2(1), 2025, pg. 222 - 236

n Estimator Estimate MSE CVv
Tisic) 2.1308 0.0029 2.527297169
n=100: T sy 2.8413 0.0024 1.724203529
u=82: Tixss) 2.3021 0.0022 2.037450919
m=18 T 2.7142 0.0002 0.521042503
Tsie) 0.1503 0.2727 97.4430177
n=150; Tisp 2.7705 0.2496 18.03284028
u=105; T s 2.4949 0.2337 19.37653928
m=45 T 2.6843 0.0091 3.553772683
Tsic 0.7453 0.3045 74.03933805
n=200: Tispy 2.8741 0.2621 17.8127772
u=131; Tixs: 2.2376 0.2469 22.20639658
m=69 T 2.7108 0.0097 3.633192342
Tsi6 0.8127 0.1901 53.64889715
n=250: Tisr 2.7178 0.162 14.80948694
u=135; T s 2.1209 0.1544 18.5269298
m=115 T 2.6449 0.0057 2.854487669

Table 3, shows evaluation metrics of the estimators, when applied to a case study of 100L student
performances in their exams. From their MSE and CV the proposed estimator is seen to have the
lowest value of MSE and CV at all the sample sizes. Which also agreed with the result obtained from
the simulation studies.

10. Conclusion

This work presents an alternative estimator, for determining population mean in two occasion successive
sampling. The estimates of mean, MSE, and CV expression of the suggested estimator is given. Also,
the theoretical conditions under which the proposed estimator will outperforms the existing estimators
studied in this work have been determined. An empirical investigation has been conducted using an
artificial population. Three other current estimators that have been published by Shabbir, Azam, and
Gupta (2005), Singh and Pal (2016), and Kuldeep Kumar Tiwari et al. (2023) are compared with the
suggested estimator, the suggested estimator consistently performs better than the other given estimators
considered in the study, judging by the mean square error (MSE) and Coefficient of variation (CV).
Based on this empirical justifications, the suggested estimator is recommended for further research and
practical application to real-world problems in sampling in two occasions especially when the correlation
among the variables are positive.
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