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Abstract 

Surveys are frequently conducted repeatedly throughout the course of the years or seasons in order to 

track changes in characteristics of interest. Estimation in current occasion is possible by utilizing facts 

from prior occasion, we have spent time in working on the subject of population mean estimation in two 

occasion successive sampling. An estimator T is Proposed by using the convex linear combination of 

tow estimators uT , based on u units of sample drawn afresh at the current occasion, and mT , based on m 

units, which is retained from the previous occasion. The mean square error expressions and bias of the 

proposed estimator is calculated, and the best replacement strategy for the specified scenario is also 

explained. An empirical study is carried out to evaluate the estimator’s efficiency. The coefficient of 

variation (CV) and mean square error estimates shows that the suggested estimator is more efficient than 

the current estimators taken into account in this study. 

Keywords: Coefficient of variation, mean square error, estimators, efficiency. 

 

1. Introduction 

When it comes to survey sampling, researchers continually look for new methods that will improve the 

precision and accuracy of estimators of population parameters during both selection and estimation 

phases. Examples of this estimators include mean, total, variance, proportion, and coefficient of 

variation. Numerous methods of sampling have been explored during the selection stage to choose study 

units that will closely resemble the population parameters (Singh et.al.,2019). From the review of Kumar 

et.al, (2010), Singh and Pal (2016), Singh and Pal, (2017), Bandyopadhyay and Singh (2016), and  Etuk 

et.al., (2016), it is seen, that using an additional variable that has a strong correlation with the variable 

of interest at either the selection level, estimation level, or both levels of the survey, with any sampling 

strategies, has proven to give more accurate and efficient Population parameter estimate Compared to 

those who solely rely on the research variable under investigation. 

Information gathered from baseline and end line (mean or variance) surveys are typical cases of how 

population features may evolve over time depending on the sample taken for investigation. One well-

known technique to calculate the population parameters and measuring the difference in change in 

research variable in survey is the successive sampling strategy, which is a procedure under multi-phase 

sampling (Singh and Pal, 2017). This was reported by Jessen (1942), who proposed sampling twice as a 

method, in order to calculate the average population on each occasion and also shift from one occasion 

to another (Khare and Habib, 2013). 
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There are a number of early studies on two occasion sampling; a few of them are (Rao & Graham, 

(1964); Shabbir et al., (2005); Singh and Vishwakarma, (2007); Singh et al., (2012); Subramani, (2013)). 

Similarly, there are several population estimators in two occasion successive sampling that have been 

developed, these include estimators by, Singh and Homa, (2013); Anieting and Ezugwu, (2013); Singh, 

and Pal, (2016); Singh and Pal, (2017); Singh and Singh, (2017); Singh et al., (2018); Singh and Khalid 

(2018); Zoramthanga, (2018), and numerous others, who have contributed significantly in this direction. 

Recent studies by Singh et al., (2019); Singh, (2020); Muili et al., (2022); Tiwari et al., (2023), and 

many others.  

This study suggested estimator which consists of mixture of regression cum exponential ratio estimator 

for the unmatched section of the sample and a mixture of exponential-ratio cum regression estimator of 

the matched section of the sample. All cases are useful when the variables are positively correlated. The 

sampling processes and a few existing estimators are explored in this study. 

 

2. Preliminaries and Notations 

Let the following ),,,( 21 N =  be a defined population of size N, sampled on two occasions. Let 

y be the research variable and x and z be the auxiliary variables related to y. take a sample of size n on 

first occasion, utilizing simple random sampling without replacement. On the second occasion, a sizeable 

random subsample of size nm = unit was kept (matched), utilizing simple random sample without 

replacement from the remaining (N-n) fraction of the population, a new sample of size nmnu =−= )(  

unit is taken. The selection of sample for the second occasion is made so that the sample size is n as 

well. Here   and  represent the percentage of matched and unmatched units in the sample that satisfy 

the following condition, ,10    ,10    and 1=+ . 

Throughout the investigation, the following notations are utilized. The population average of the 

variables x, y, and z are respectively, ,,YX and Z . The sample average of the various variables of size 

given in suffices are munmmu zzxxyy ,,,,,
 , and nz

. The correlation coefficients between the variables 

shown in subscript are
yx , 

yz , and zx
. The coefficients of variation of the variables x, y, and z are 

respectively xC , 
yC , and zC . Where

X

S
C x

x = ,  
Z

S
C z

z = ,    
Y

S
C

y

y = ,  
xyyxyx CCC = ,     

zyyzyz CCC = zxzxzx CCC = , 
x

y

yxyx
C

C
K = , 

z

y

yzyz
C

C
K = , 

x

z
zxzx

C

C
K = , ( )

2

1
1

12 
=

−
−=

N

i

iNy YyS , 

( )
2

1
1

12 
=

−
−=

N

i

iNx XxS , ( )
2

1
1

12 
=

−
−=

N

i

iNz ZZS , 
Nu

u

11
−= ,  

Nm
m

11
−= , 

Nn
n

11
−=  

The following definitions apply to the error terms that are used to determine the estimator’s bias and 

mean square error (MSE); 
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( ),1 yuu eYy +=  ( ),1 ymm eYy +=  ( ),1 xnn eXx +=  ( ),1 xmm eXx +=   

( ),1 zuu eZz +=  ( ),1 zmm eZz +=  ( )znn eZz += 1   

and the expected values are 

0)()()()()()()( ======= znzmzuxmxnymyu eEeEeEeEeEeEeE  

,)( 22

yuyu CeE =  
22 )( ymym CeE =  ,)( 22

xnxn CeE =  22 )( xmxm CeE =  
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xzmzmxm CeeE =),(  

3. A Selection of Some Population Mean Estimators for Two-Occasion Successive Sampling 

(i)  Shabbir et al., (2005) Estimator 

An estimator to estimate the population mean on current occasion in two occasion successive sampling 

was provided by shabbier et al. (2005), as reported in Tiwari et al., (2023); 

)()( )1( uSAGmSAGSAG TTT  −+=                         (1) 

Where the constant   is unknown and the estimators of Y  based on the matched and unmatched portion 

of the samples are 
)(mSAGT , and 

)(uSAGT  respectively. The definition of 
)(mSAGT  is  



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−++
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Where 1b and 2b  are the regression coefficients of y on x and y on z respectively, for the matched section, 

and 1w  and 2w  are constants such that 121 =+ ww . 

)(uSAGT  Is defined as; 

)()( uuuSAG zZbyT −+=                                                                                                      (3) 

Where b is the unmatched fraction regression coefficient of y on z. The minimized mean square error 

(MSE) of SAGT is given as; 
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(ii) Singh & Pal, (2016) Estimator 

Tiwari et al., (2023), presented an estimator  proposed by Singh & Pal, (2016) to calculate population 

mean Y on two occasion successive sample as; 

     (5) 
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Where 
yxb is the regression coefficient based on the matched fraction, and 2 , and 3  are scalars. 
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Where 1  is a constant, the minimum MSE of SPT  is given has  
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 (iii) Tiwari et al., (2023) Estimator 

Tiwari et al., (2023), suggested an estimator for determining population mean Y  on current occasion as 

)()( )1( uKSSmKSSKSS TTT  −+=                                     (9) 

Where   is a constant derived from )( KSSTMSE  

The estimator for the matched portion is 
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Where 1  and 2  are constant derived from MSE. 

)()( )1( uSPmSPSP TTT  −+=
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The unmatched portion of the estimator is defined as 
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Where   is a real scalar. The minimum MSE of KSST  is given has 
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4. Proposed Estimator  

Taking inspiration from Shabbir et al. (2005), Singh and Pal (2016), and Tiwari et al., (2023), an 

improved estimator is suggested, for calculating the population mean of the research variable (y) on the 

current occasion in two occasion successive sampling. 

um TTT )1(  −+=                                                                                                                                      (13) 

Where   is a constant derived from mean square error, MSE(T). 

The estimator for the unmatched portion  uT  is defined as; 
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Where 1  is a constant derived from MSE(T) 

The matched portion estimator mT  is given as 
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Where 2  is constant derived from MSE(T) 

5. Features of the suggested estimator 

Transforming uT  and mT  in  form of errors (
ije ) terms, where zyxi ,&,= ,and nmuj ,,= , to obtain the 

bias and MSE, is as follows.  
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Now, using Taylor’s series approximation, expanding the formula and terminate the terms having (
ije

)’s degree more than two. Assuming 1ije , zyxi ,&,= ; nmuj ,,= . After simplifying gives, 
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Where 
Y

Z
R =1  

The bias to the first degree of approximation can be found by taking the expectation of each side of 

equation (17); 

( ) ( ) 







−+−= yzzuu CCYTB

2

1
1

8

3
1)( 1

2

1   

squaring both sides of equation (8), and eliminating the terms whose degree of (
ije )’s is more than two, 

gives;  
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Taking the expectation of both sides of Equation (18), gives 
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In order to minimize )( uTMSE , Equation (19) was differentiate with respect to 1 , and equate to zero. 
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It provides an ideal value of 1 ; 
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Putting the value of 1 , into Equation (19), to obtain the minimized value of )( uTMSE , gives 

 












 −
=

2

222

2

min)(
z

yzzy

uu
C

CCC
YTMSE                                                                                              (20) 

   ( ) 222 1 yyzu CY  −=                                                  

Now, express mT  in terms of
ije ’s to drive the bias and MSE of mT  
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By utilizing the Taylor’s series approximation, and expanding while disregarding terms with 
ije ’s degree 

greater than two, gives 
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Where 
Y

X
R =2  

The bias to the first degree of approximation can be found by taking the expectation of each side of 

equation (22) which yields; 
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Equivalently squaring both sides of equation (22), and eliminating the terms whose degree of (
ije )’s is 

more than two, gives;  
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Taking the expectation of both sides of Equation (24), gives 
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Differentiating Equation (25) partially with respect to 2 , and equate to zero gives the expression for 2  

as; 
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Substituting the value of 2 , into Equation (25) gives, 
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nmm  −= 2

2 , 22bRw =  

( ) 1

22222

1.1 44  yxxzyzxz wwwK −−=   

( ) 2

222

2.1 244234  yxxzyzyxyzxzyz wwwwwwwK +−−−+=  

( ) 0

2

3.1 44 xzwwK −=  
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By definition; 

)()()1()( 22

mu TMSETMSETMSE  +−=                                            (27) 
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Differentiating Equation (28) with respect to 21 ,  and  , and equating to zero, yields; 
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Substituting the value of 21 ,  and , into equation (16), we get 
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Where 
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6. Optimum Replacement Policy 

To obtain the optimum value of  (fraction of sample to be drawn afresh on the second occasion) to 

enhance an efficient estimates of Y with maximum precision. MSE(T) will be minimize in equation 

(29) with respect to  , which resulted to the quadratic equation as shown below. 

    02 32

2

1 =++ ddd                                                                                        (30) 

Where 5.2221.24.21 KKKKd −= ;  5.2223.24.22 KKKKd += ;  1.26.25.23.23 KKKKd +=  

Solving equation (30) for   gives; 

1

3122ˆ
d

dddd −−
=                                                             (31) 

If the true values of ̂  exist. Two real values of ̂ are attainable for any combination of correlation 

coefficients
yzyx  , and zx  that meet the requirements of a real solution. It is important to keep in 

mind that 10  ; when selecting the values of ̂ . If all the values are acceptable, the lowest ̂  value 

will be the best option, because it will lower the survey's cost. Equation (32) displays the optimal value 

of the mean square error of T, which is obtained by substituting the admissible value of ̂ , from 

equation (31) into equation (29). 
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7. Efficiency Comparison 

If MSE(i) < MSE(j), then estimator (i) is assumed to be more efficient than estimator (j). The task at 

hand is to determine the circumstances in which the suggested estimator T performs better than the 

estimator
, SAGT

, SPT
, and KSST

. From equation 4, 8, 12 and 29. It can be shown that; 

(i) )()( min SAGTMSETMSE  , if and only if  
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Another measure of efficiency includes, the coefficient of variations (CV) of the stated estimators, it is 

calculated to determine how efficient is an estimator in the study. This is given as  

      100
)(
=

i

i

T

TMSE
CV  

Estimator with the smallest CV is considered the “best” in the class of all estimators.
 

8. Empirical Study 

Three populations are examined in this study; these populations are synthetic population studied using 

R-studio. The populations are as follows; population1: has N=100, n=50, u=30, m=20, Population2: has 

N=500, n=150, u=100, m=50 and Popultion3: has N=1000, n=300, u=198, m=102. Table 1 contains the 

data statistics for this populations. 
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Table 1: Data Statistics 

S/N N n M u 
 

 

 

yC  

 

xC  
zC  

 

yx  

 

yz  

 

xz  

 

1 100 50 30 30 11.9281 0.1454 0.0138 0.0053 0.7489 0.677 0.6977 

2 500 150 50 100 193.32 0.1291 0.0182 0.0261 0.6127 0.445 0.4756 

3 1000 300 97 203 971.29 0.2897 0.0322 0.0392 0.2894 0.154 0.2896 

 

Table 2: Evaluating the estimator’s performances using simulated data. 

S/N Population Estimator Estimate MSE(T) CV 

1 
N=100, n=50, u= 

30, m=20 

SAGT  45.3230 0.0199 0.3112 

SPT  44.9146 0.0185 0.3028 

KSST  44.8837 0.0144 0.2667 

T 44.8018 0.0077 0.1936 

2 
N=500, n=150, 

u= 100, m=50 

SAGT  42.8997 0.0063 0.1850 

SPT  44.7056 0.0057 0.1689 

KSST  44.0708 0.0046 0.1596 

T 44.7108 0.0014 0.0837 

3 
N=1000, n=300, 

u= 198, m=102 

SAGT  84.5013 0.1252 0.4264 

SPT  84.7886 0.1194 0.4075 

KSST  85.3999 0.1134 0.4036 

T 85.2453 0.0020 0.0525 

Table 2 shows that the CV values of the suggested estimators are lower than those of the three existing 

estimators that are being considered in this study for three population sizes. These indicates that the 

proposed estimator T is more efficient than the estimators of Shabbir, Azam, and Gupta (2005) ( SAGT ), 

Singh and Pal (2016) ( SPT ), and Kuldeep Kumar Tiwari et al. (2023) ( KSST ). 

9.  Application to Case Study 

In this section, we use data from the broadsheet of students results in faculty of sciences, in their first 

and second semester exams, to show the performances of the proposed estimator. The data comprises 

of their grade point average (GPA) denoted as (Y), their use of English (X) and General mathematical 

knowledge (Z). Table 3, shows their estimates of mean, their MSE and their coefficient of variation 

CV. 
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Table 3: Evaluating the Estimator’s Performances, using a Case Study 

n Estimator Estimate MSE CV 

n=100; 

u=82; 

m=18 

 2.1308 0.0029 2.527297169 

 2.8413 0.0024 1.724203529 

 2.3021 0.0022 2.037450919 

 2.7142 0.0002 0.521042503 

n=150; 

u=105; 

m=45 

 0.1503 0.2727 97.4430177 

 2.7705 0.2496 18.03284028 

 2.4949 0.2337 19.37653928 

 2.6843 0.0091 3.553772683 

n=200; 

u=131; 

m=69 

 0.7453 0.3045 74.03933805 

 2.8741 0.2621 17.8127772 

 2.2376 0.2469 22.20639658 

 2.7108 0.0097 3.633192342 

n=250; 

u=135; 

m=115 

 0.8127 0.1901 53.64889715 

 2.7178 0.162 14.80948694 

 2.1209 0.1544 18.5269298 

 2.6449 0.0057 2.854487669 

 Table 3, shows evaluation metrics of the estimators, when applied to a case study of 100L student 

performances in their exams. From their MSE and CV the proposed estimator is seen to have the 

lowest value of MSE and CV at all the sample sizes. Which also agreed with the result obtained from 

the simulation studies. 

10. Conclusion 

This work presents an alternative estimator, for determining population mean in two occasion successive 

sampling. The estimates of mean, MSE, and CV expression of the suggested estimator is given. Also, 

the theoretical conditions under which the proposed estimator will outperforms the existing estimators 

studied in this work have been determined. An empirical investigation has been conducted using an 

artificial population. Three other current estimators that have been published by Shabbir, Azam, and 

Gupta (2005), Singh and Pal (2016), and Kuldeep Kumar Tiwari et al. (2023) are compared with the 

suggested estimator, the suggested estimator consistently performs better than the other given estimators 

considered in the study, judging by the mean square error (MSE) and Coefficient of variation (CV). 

Based on this empirical justifications, the suggested estimator is recommended for further research and 

practical application to real-world problems in sampling in two occasions especially when the correlation 

among the variables are positive.  
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