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Abstract

In this paper, study variable was associated directly with two auxiliary variables in
calibration estimator to eliminate or minimize the problem of extreme values or
outliers on the calibration estimators of population mean in stratified random
sampling. A class of calibration ratio-cum-product estimator was suggested and its
bias and MSEas well as efficiency conditions were derived up to second degree
approximation using Taylor’s series expansion approach. Empirical study was
conducted to investigate the efficiency of the proposed estimators over some existing
related estimators considered in the study through simulation studies and the results
revealed that the proposed estimators outperformed other estimators in the study.
Keywords: Calibration, Calibration Weights, Population Mean, Efficiency, Ratio-
cum-product.

1. Introduction

In sample survey, calibration is a commonly used technique for producing new
weights in stratified random sampling to enhance the efficiency of the estimators.
These calibration weights fulfill some calibration constraints that include auxiliary
information. In this direction, several other valued authors have proposed calibration
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estimators using single auxiliary variable. These authors include Tracy et al. (2003),
Singh (2003), Estevao and Sarndal (2006), Sarndal (2007), Kim et al. (2007), Kim
and Park (2010), Clement and Enang (2015), Rao et al. (2016), Koyunce and Kadilar
(2016). Authors like Rao et al. (2012) and Ozgul (2018) considered two auxiliary
variables in studying calibration estimators of population mean.

According to Cochran (1977), the traditional estimator of population mean in
stratified sampling is defined as

L

ly= h=1Wh)_)h
(1.1)

Most of the existing calibration estimators targeting modification of strata weights
W,, h=12,..,L in (1.1) ignoring strata sample means y, which are easily influenced

by extreme values or outliers. This study focused on the use of ratio and product
estimation approaches to modify some existing calibration estimators by linking strata
sample means with auxiliary information so as to control or minimize the effect of
outliers on the estimate.

2. Some Existing Calibration Estimators with Two Auxiliary Variables

Rao et al (2012) proposed a calibration estimator with two auxiliary variables for the
population mean in the stratified sampling design given by:

.)_;st(R) = Z thh (2.1)
where Q are the calibration weights due to Rao et al. (2012) which minimized the

chi square distance measure Z, subjected two calibration constraints defined in (2.2)

ZR:zz (QR_W)z/QhVVh
s, Z %, =X, z %, =X,

(2.2)

Where Xll N_ z xlhl’XZh N_ ZI 1 Zhl

The estimator of (2.1) was obtained as
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yat(R) Z Wy, + ﬂl(R) Z w, ( 1~ X ) + ﬁZ(R) Z w, ( — Xy, ) (2.3)
h=1

h=1 h=1
— — _~1L _
Zh W, 0, %, Zh W,0,%,,%,, = Zh W, thth’hZh:l Wthx22h
(Zh=1 Wthfth_Czh ) - (thl VVth)?lh ) (Zh=1 Wthfzzh )

where ﬁl( R =

. (Zmoss) (X momE ) - (2, s ) X ho.R )

20 = L _ _
(zh=1VVthxlhx2h) (Zh W, thlh )(zh W, thzh)
L ~ ~ ~
MSE(J_/ 1(R )) = ; VthHh (th + ﬁl%R)Sjlh + ﬁzz(R)szzh - 2161(R)Syx1h (2 4)

- 2ﬁZ(R)Syx2h + zﬂAl(R)ﬁAZ(R)leth)
where 8% =(N, -1y Y. (v, -1, ) .82, =(N 1 (e, - X )
szzh :(N -1 _llex(thi _th) 5O yxlh = 1) z ( ?)( _1 s
Son = Z ( )('thz XZh)’leth :(Nh _1)_1 Zjihl(xlhi _th)(thz -

Ozgul (2018) proposed a multivariate calibration estimator for the population mean in
the stratified sampling design given by:

_ L _
Yooy = thl 'y, (2.5)
where QY are the calibration weights due to Ozgul (2018) which minimized the chi

square distance measure Z, subjected two calibration constraints defined in (2.6)

Z,=y, (Q0-m,) 1om,

L 0 L L _on L (2.6)
Zh:l Qh = Zh:lVVh’ Zh:l Qh Rh = Luip Wth
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~ X X . .
where R, =—"and R, == are the sample and population ratio of two
Xan 2

auxiliary variables.
The estimator of (2.5) and its MSE were given as

L ) L R
)_’sz(()) = z Wy, + ,61(0)2 w, (Rh - R, ) (2.7
h=1 h=1

L A L L _ L a
where 181(()) _ Zh:lWthRhyh Zh:lVVth _Zh:IVVththh:l Wl;Qth
L L n L A
(thl VVI’IQh)(Z;,:l VthQthf )(zhzl I/I/th}eh)

L A p— ~ —_— A [e—
MSE(.)_/ ) = z Vtheh (th + ﬂli())lethszlh + ﬂl%())RiXZiSEZh - 2ﬂl(())Rh‘lehl‘S‘yxlh
h=1

st(0)

+ 2ﬂl(())Rh)?2_l}Syx2h - zﬁl%())le)?l_hl)?Z_hlelx2h )

(2.8)
Having study the estimators in section two, it was observed that their first
components are functions of strata sample means of the study variable y and

consequently can easily be influenced by outliers thereby making the estimators
inefficient. To address this problem, concept of ratio estimation was adopted to link
the sample mean with auxiliary information so as to eliminate or reduce drastically
the influence of extreme values or outliers on the estimators.

3. Proposed Class of Calibration Estimators

Consider estimator defined in (3.1) under stratified sampling

— L —
y.'=>,.D", G.1)
where D;'" are new calibrated weights which are chosen such that the chi-square

distance measure Z,; is minimum subject to the calibration constraints defined in
(3.2)
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Zy = ZL (D; _DAU)z / D,4,

(3.2)
AU L AU 1§ L
st Z Zh =1 Zh:th Rh = Zh:lD R
where D, =W, X”’ LT
Xy, th

To compute new calibrated weights D;"”, we defined Lagrange function L.of the

formed;

L AU “\2 L ~au Lo L au B Lo
L*:Zh=1(Dh _Dh) /Dh¢h_2771(zh=1Dh - h=th )_2”2(2;7:11)11 Rh_zh=1Dth)
(3.3)

where 1, and 7, are Lagrange’s multipliers,

Differentiate partially Z, in (3.3) with respect to D;'",n,,n,and equate the results to

ZEero,

D," =D, +n,D;4, +772D;¢hjéh 3.4
L L *

2..b=>,.D (3.5)
L nav p Loy

2. DR, =Y. DR, (3.6)

Substitute (3.4) into (3.5) and (3.6) and solve the resulting equations simultaneously
for n,,n,, Thereafter, substitute the results of 7,,77,in (3.4), we obtained new

calibration weights D;'" as

AU * Qst * Q3Q1 D
D"V =D ——===_D R 3.7
! Ql Q4 - Q22 h¢h Ql Q4 Qz h¢h " ( )

L - _ —
= Zh 1¢hWthx2hxlh1 2h9Q2 Zh 1¢hW thx2hx1h1X21:R
Zh 1¢hWthx2h)_cl;le2hR -0,.0,= Zh 1¢17WX1hx2h IX IRZ

where

Substitute (3.7) into (3.1) and simplify, we have;
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_ I - _ o i=__ I - _ = ~
v = thl W,X,,%, %, X5, 5, + pz;,:lVVththxlthN} (Rh - Rh) (3.8)
i¢W _1hf_2hZL:¢ )_( X. ZL: 4 )_( ’_C fzi(éW th_)_CZhJ—/
" o= ' xlh 2h h=1 X, Xy m ' X, X5, '
where p = — >
ZL:¢ lhx2h z¢ W thx2h R2 (ZL: o, ‘i(lhic2h ﬁ;)
=1 xm 24 h=l xth 2 =1 XXy,

4. Properties of the Proposed Estimator

To obtain the MSE of 3, we defined the following error terms

st

y,=Y,(1+¢).5,=X,,(1+¢).X,, = X,,(1+e,) such that ¢ (i=0,1,2)are error
term with expected values given in (4.1)

E(e,)=E(e)=E(e,)=0.E(e])=0,C},. E(e})=0,C2, . E(&3) =6,CL, }

E(eoel) = PyinConCone E(eoez) =0,0,01C0C o> E(elez) 0,10 CotnCon- 0y =1, =N,
4.1)

where C,.C,,,C,,, are coefficients of variation of y,,x,,,X,, and o, 0,24 Prican

are correlation coefficients of (y,, x,,).(v,.x,,).(x,,.x,,) respectively.

BT . XuFule 5\
Let Z, = _‘hxi”yh +p= w2t (Rh - Rh) in (3.8), then we have
XX, XX

— L
Vi =2 M7 (4.2)
MSE(7," )= WMSE(Z,) 4.3)

Express Z, in terms of e,, we obtain
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Z,=T,(1+e,)(1+6)(1+e) +Rp(1+e)(1+e ) (1-(1+e)(1+e,) ") (44)
Simplify (4.4) up to second degree approximation, we have
Z,-Y, =Y, (eo —e +e,te —ee +eye, —elez)+th(e2 —e —e; +e12) 4.5)

Square both sides of (4.5), simplify up to second degree approximation and apply the
results of (4.1), we obtained the MSE of 3" was obtained as

L _ _ _
MSE (J_/:;U) = Z w0, (th + (th + pRth_hl)z Sin+ (th + PRX;, )2 Shn = 2(th + pRth_hl)
=l

=Syan T2 (th + pRh)?z_hl ) S xon =2 (thRZh + szlf)?l_hlyz_}: + pRthh)?z_; + pRhRZh)?l_hl) lexlh)
(4.6)

where R, =Y,/ X,,,R,, =Y,/ X,,,

The estimated MSE of the proposed estimator 3" denoted by mse(t{“’ ) was

obtained as

—AU

K )
mse ( v, ) =D thﬁhA;h 4.7)

where

Aﬁ = Zil elfi’ € = (yhi _J_}h)_(jélh + pﬁhfm )(xlhi _fm)"'(ﬁzh + pl’éhfﬂz )(x2hi _)?211)

A

R,=y,/%,,R,),=¥,/%,,R, =%,/X,,

5. Theoretical Efficiency Comparison

In this section, efficiency conditions of the proposed estimator over Rao et al. (2012)

V., and Ozgul (2018) 3.

Vi) () estimators were established.

(i) By comparison, MSE (yw( . ) — MSE ()7:}” ) >0, if (5.1) is satisfied.

Z;:I(Alzh — 4, ) > ZZ}Lz:I(A3h + Ay = 4s,) (5.1)
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where 4, = 131 Svlh + ﬂz Sx2h9A2h (th +pR, X, )leh _(th +pR, X5, )Sx2h
= (;é _(th +pR, X, ))pwth 1S sine A (182(}2) + (th +pR,X;, ))pyx2hSthx2h
( th +pR, X, )(RZh +pR, X, ))(1 ~ Prixan )lethZh :

(ii) By comparison, MSE ( Vo) ) — MSE (J_/:U ) >0, if (5.2) is satisfied.

Z;ZI(BIZII - Bzzh) > _22; (B3h - B4h - BSh) (5.2)

where
131 0) ( lhlelh XZ_hISth )» By, = (th + pRh)?l_hl )leh _(th + pRh)?;; )Sth >

B3h = ((ﬂl(()) - p) Rh)?l_hl - th ) pyxththxlh’ B ((:Bl(a) - :0) Rh)?Z_}} - th )pnth Sx2h

. By, = (ﬂAli())R;XI_hl)_(Z_}} - (th + pRth_h )(th + IORh*)?z_h1 ))(1 - pxleh)lethZh :

6. Empirical Study

In this section, simulation study was conducted to examine the superiority of the
proposed estimators over other estimators considered in the study.Data of size 1000
units were generated for study population stratified into 3 non-overlapping
heterogeneous groups as 200, 300 and 500 using function defined in Table 1. Samples
of sizes 20, 30 and 50 were selected 10,000 times by method SRSWOR from each
stratum respectively. The efficiency (MSE) of the considered estimators were
computed using (6.1).

1 10000

—\2
MSE(H,)=M — (‘91 _Y) .0, = Oﬂyw(R)Dyst(())’y:?U (6.1)
J=
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Tablel: Populations used for Empirical Study

Auxiliary variables x,, x,

Study variable y

x,;, Uexp(4,).4 =02,
4,=03, 4,=0.1

x,, U chsq(6,).6, =3.

0,=1,0,=2,h=12,3

Model I :y,, =x}, —x;,, +&,,

Model I1 :y,, = x,, = Xy, + Xy, = X5, + &,

Model Il -y, =x;, —x;, +&,

Model IV :y,, = x,,, = X,, +x13hf _x;hz +S

ModelV :y,, = x,,, —x,,, + ‘xlzhi _‘x22h1 + x13hf - x;hi +S

Where &, 0 N(0,1),h=1,2,3

Table 2: MSE of the Proposed and Some Existing Estimators using Model 1

EStimatorS MOdel II :yhl = x12h1 - x22h1 + §h1
¢, =1 9, = )?1;1 9, = fz_hl R = Xy X,
Sample mean f, 862.2489 | 862.2489 862.2489 | 862.2489
Rao etal. (2012) y,, 0.0257765 | 0.0263995 | 0.02481833
0.0247845 | 7 9
5
Ozgul (2018) y,, ), 0.0190983 | 0.0191363 | 0.0192250 | 0.01912832
6 3 8
Proposed Estimator
i 0.0102843 | 0.0102980 | 0.0102672 | 0.0103518

2

3
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Table 3: MSE of the Proposed and Some Existing Estimators using Model IT

Estimators Model Il -y, = x,,, —x,,, + X, = x5, +&,
¢, =1 4, =%, $,=%, |R'=%,/%,
Sample mean f, 785.4979 785.4979 785.4979 | 785.4979
Rao et al. (2012) 1.15761 1.077685 1.062445 | 1.199028
Var)
Ozgul (2018) y,, ., | 0.4972489 | 0.4214986 0.4239928 | 0.4997682
Proposed Estimator
yi 0.0752164 | 0.07571417 | 0.0738931 | 0.08207184
2

Table 4: MSE of the Proposed and Some Existing Estimators using Model 111

Estimators Model III -y, =x;, —x3, +&,

$,=1 $,=%, | 4=%, |R'=%,/T,
Sample mean f, 110467.8 110467.8 110467.8 110467.8
Rao et al. (2012) 92855.79 82636.46 77046.91 102803.5
Vuuir)
Ozgul (2018) y,, ., | 93236.47 82393.55 83688.8 91973.38
Proposed Estimator
yi 16154.64 16182.75 16193.92 16689.41
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Table S: MSE of the Proposed and Some Existing Estimators using Model 1V

Estimators Model IV =y, =X, —X,,, +X,,, — X, +&,.

$,=1 $,=%, | 4=%, |R'=%,/%,
Sample mean £, 144959.9 144959.9 | 144959.9 144959.9
Rao et al. (2012) 62065.45 58852.74 55033.82 68462.58
Var)
Ozgul (2018) y,, ., | 7928591 73171.6 75042.07 77094.59
Proposed Estimator
i 17835.05 17880.81 17829.94 18688.79

Table 6: MSE of the Proposed and Some Existing Estimators using Model V

i . _ 2 2 3 3
Estimators ModelV :y,, = X, = X, + X, — X3, + X;, — X3, + &,

_ R R - =
¢h =1 ¢, =X, @, =Xy, R = Xy, 1 Xy,

Sample mean £, 163874.4 | 163874.4 163874.4 163874.4

Rao et al. (2012) 67718.66 | 64265.72 60063.5 74721.08

Yst(r)

Ozgul (2018) 86491.56 | 79871.64 81933.86 84075.58
J_/xt(())

Proposed Estimator

34U 19253.6 | 19306.89 19244.1 20212.49

st

Tables 2, 3, 4, 5 and 6 show MSEs of the proposed and some existing estimators
using models I, IL, ITI, IV and V respectively. The result revealed that the proposed
estimator has minimum MSE compared to conventional and other related estimators
considered in the study. This implies that the proposed estimator is more efficient in
estimation of population mean than other related estimators considered in this study.
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5. Conclusion

In Conclusion, based on the empirical study conducted in this study, the proposed
estimator demonstrated high level of efficiency over other estimators in the study and
therefore has higher chances of producing estimates that are closer to the true values
of population means than other estimators.
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