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Abstract

This paper addressed the problem of the influences of extreme values or outliers on
the calibration estimators of population mean in stratified random sampling. Three
approaches leading to three classes of calibration ratio estimators were suggested and
their properties (biases and MSEs) were derived up to first order approximation using
Taylor’s series method. Empirical study through was conducted to investigate the
efficiency of the proposed estimators over some existing related estimators through
simulation studies and the results revealed that the proposed estimators outperformed
their counterparts considered in the study.
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1. Introduction

Calibration estimation is a technique for modifying the original strata weights by
minimization of a given distance measure based on a set of calibration constraints
under auxiliary information. Many researchers have worked on calibration estimation
using different constraints in survey sampling. Singh, Horn and Yu (1998) were the
first to extended calibration approach to a stratified sampling design. Singh (2003),
Tracy et al. (2003), Koyuncu and Kadilar (2016) suggested calibration estimators for
estimating the population mean in stratified sampling with using different calibration
constraints based on auxiliary information. Clement and Enang (2016) applied
calibration estimation to ratio-type estimators in stratified sampling. Other researchers
who worked in this direction are Arnab and Singh (2005), Sarndal (2007), Kim and
Park (2010), Clement, Udofia and Enang(2014), Estavao and Sarndal (2016).

2. Some Existing Calibration Estimators in Stratified Random Sampling

According to Cochran (1977), the traditional estimator of population mean in
stratified sampling and its estimated variance are defined as

=" W3, @2.1)
. K 1-
V(tO) = Zh=l Vth n—ﬁsjl1 (22)
h
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where Wh=Nh/N,fh:nh/Nh,Sih=(nh—l) Zh=1(yhz_yh)
Using calibration approach, the weights W, are modified to obtained new calibration

weights 1] through minimization of the distance measure defined in (2.3) subject to

some calibration constraints in order to enhance or improve the efficiency or

precision of £

z=Y" (1,-W,) W9, (2.3)
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Singh (2003) suggested a calibration estimator with two constraints for estimating
population mean in stratified sampling. The suggested calibration estimator is given
in (2.4).

. K o
K=Y 0,3, (2.4)

where ®; is new calibration weight of stratum K" to be obtained by minimizing
(2.3) subject to (2.5)

K
YO =Y, WX, Y 0= W, 2.5)
By minimizing (2.3) subject to (2.5), Singh (2003) obtained calibration weights and
estimator as
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Tracy et al. (2003) suggested calibration estimator with two constraints based on first
and second moments of auxiliary variables. The suggested calibration estimator is
given by

K —
t2T = Zh:l ®£y17 (28)

. K _
@ =W, + thhxh) (2.6)

where @f is new calibration weight of stratum K” to be obtained by minimizing
(2.3) subject to (2.9)

K = K K
Zh ®Z; xh h=1 VVh Xh’ Zh=1®£s,§h = Zh=l VVthh (29)

Tracy et al. (2003) obtained calibration weights and estimator as
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Rao et al. (2016) introduced coefficient of variation as constraint to obtained new
calibration estimator given in (2.12)

K —_
0=y 03, (2.12)

where @j,[,K is new calibration weight of stratum K" to be obtained by minimizing
(2.3) subject to (2.13)

K

Y 6. (x,+¢cy,) ZW(X +C,,) (2.13)
p=

By minimizing (2.2) subject to (2.13), Rao and Khan (2016) obtained & and 1 as
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(fh +cxh)Wh¢h (2.14)
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(2.15)
Clement (2015) suggested calibration ratio estimator denoted by ¢ for estimating of
population mean under stratified sampling as

£ =>" ORF, (2.16)

where G)f are new calibrated weights which are chosen such that the chi-square
distance measure in (2.17) is minimum subject to the calibration constraints defined
in (2.17) and R,=7,5:X,#0 is the estimate of the ratio

R, =YV,X;':X#0,d,=N,/n,

K _ 2 K M K =
L=%, d,(0/d 1) /¢, st O[x, =3 WX, 2.17)
The calibration weights ®f and estimator; are obtained as
N b K — — K —
0, =d,+(X -2, d%)4d%,/ 2, 6% 2.18)
~ K N K N el K — K —
ty, = Z,,zl d,R,x, + Zh=1 4,d,R,%; (X_ Zh=1 d,x, ) / Zh:l #,d,%, (2.19)

Having studied the above estimators, we observed that the first components of the
estimators are function of sample mean of the study variable which can be easily
influenced by outliers thereby leading the estimators to be inefficient.

3. Proposed Calibration Estimators

3.1 First calibration scheme proposed

The first proposed calibration ratio estimator is defined in (3.1) as
AU K AU —

tl = Zh:l ®l/7 yh

(3.1) where %U is proposed calibration weight of K" stratumto be
determined using (3.2)



2020 RSS-NLG Conference Proceedings

. K AU *2 *
min  Z,,, = Zh:l O, -W,) IW,é,
K A[/ p— K * I K A[/' K *
st Zh=l®”’ X :Zh=lWh Xh’ Zh=1®1h - h=1Wh

where W, =W,x;'X,

(3.2)

To compute new calibration weight (91‘,1?, we define Lagrange function L, of the

formed;
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(3.3)

Differentiate partially (3.3) with respect to ®}”, A, andA, and equate to zero, we
have;
G)Ith = Wh* + /‘i‘lfhWh*¢h + X‘ZWh*¢h (B34

K — K * =
Zh:lGSlUxh = hlehXh (3.5

K 7 J G—
DO =2, W (3.6)

Substitute (3.4) into (3.5) and (3.6) and solve the resulting equations simultaneously
for A,,4,, Thereafter, substitute the results of 4,4, in (3.4), we obtained new

calibration weights @/, as;

0 =W, +(87,%,C:C, —g W, C,C, )/ (C,C, - C3) (3.7)
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where C, = § :¢11VI/11X11 .G, = Z¢I1VVI1xh’C3 = § ,WhX_Zthh Gy = ZWh¢h
h=1 h=1 h=1 h=1

h=1

Substitute (3.7) into (3.1) and simplify, we have;
K = _— K s (s - "
=Y X'y, B WXE (X, -X,) (3.8)

K = 1~k = _ K = —k =
thl oW, X,x, 1zh=1 oW, X, ¥, — thl oW, X, thl oW, X%,
K = _ Kk = __ K = _\?
thl oW, X, X, Zh=1 oW, X,x, : _(Zh=1 ¢hVVhthh)

To obtain bias and MSE of ", the following error terms are defined;

where f =
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¢,=(3,-1)/Y,.e=(5,-X,)/ X,. ¢, =(sfh —th)/th with expected values
defined in (3.9)
E(eo)=E(el)=E(e2)=0,E(eO) chha ( f)ththsE(ezz)zeh(;LMh_l) }

E(e()el) hpychC;thh’ E(eoez) ehCyh/llzh > E(eleZ) =0,C A3 0), = (1 -/ ) n;l

(3.9)

where

Cyh = Syh /Zr’cxh = th /)_(h’ﬂ'rs = /urs /(zug(;zlu()véz )Murs = (Nh _1)_1 z:\:;(yhi _?)r (‘xhl _)_()s

Express (3.8) in terms of e,,7 =0,1,2 and simplify up to second degree approximation,
we obtained (3.10) as

K = K = = "
tlAU _Zh=1WhY;: = Zh:lWh (Y;’ (eo ~a +e12 _eoel)_'BXh (el _612 )) (3.10)
By taking expectation of (3.10) and apply the results of (3.9), we obtained the bias of

" as

Bias(t!" )= W,6,((, + BX,)C}, = T,p,,C,iCy) (3.11)

By squaring (3.10), take expectation of and apply the results of (3.9), we obtained the
MSE of " as

MSE (1" )= ZMW;,@,( +(B+R,) SL=2(B+R,)S,,) (3.12)

The estimated MSE of the proposed estimator #'" denoted by mse( 1 ) was
obtained as

mse(tAU)_ Zf:lVth (L_NL}J (nhl_ I)Z:,ll((yhi —yh)—(]%h +:B)(th _fh))z (3-13)

n,

1
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3.2 Second calibration scheme proposed
The second proposed calibration ratio estimator is defined in (3.14) as

(=" 01, (3.14)

where ®f,? is proposed calibration weight of K” stratumto be determined using
(3.15)

min  Z,,,= ZK (G)flﬁ[ _W*)/W*¢h

(3.15)
— K *
st Zh— 8;15/ Zh 1W Xh’ Zh 16;;'/ ih _Zh=1WhS§h
Using similar approach in section (3.1), we obtained
. D,D,—D,D _ DD,-D,D
®/24hU:Wh DD, D22¢h nXn T DD, _D23¢h h xh (3.16)

D =Zh 1¢hW f”Z’D =2f1¢hW;Sihfh’D =ZhK—1VVh*)_(h_ZhK=1VVh*)_ChD
D Zh 1¢h h xh’D Zh 1VVhS3h Zh 1VVh* ih
L =Y AT T e, WXE (X -5 )re. X, WAE (S5 -5)

where

(3.17)
where

o - SF e XE S g -Y pW KD l¢hW)_(2hfh—lsfhyh
S I T T X sl (2 4K
Zh 1¢hWXxhzh BV, Zh BW,X,s, Zh BIX,5,
SIS g XxS, (Zh BIWX, sxh)

0, =

The bias and MSE £ were obtained as
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Bias (Z;U ) = Z w0, ()7}1 (th = P CnC ) +o,X,C, + a)zs.fhcxh/lo,zh)
(3.18)
MSE(")=3"" w2, (th +(o,+R,) % =2(@,+R,)S,,

+;8,, (2'0417 - 1) ~2m,S;, (Syhﬂ'th - (Rh T ) S Aoz ))

(3.19)

The estimated MSE of the proposed estimator #'* denoted by m§e(t2AU ) was

obtained as

A

A < 1— n, — — —
mse(tzAU ) = Zj,:l w; W};fil)zizl((yhz _yh)_(a’l + Rh)(th _xh)_a’z ((‘xhi _x)2 — S5

(3.20)
3.3 Third calibration scheme proposed
The third proposed calibration ratio estimator is defined in (3.21) as
] K J=
t3A( = Zh:l®§1}j yh
(3.21)

where GY;,? s proposed calibration weight of K” stratumto be determined using
(3.22)

min 7, = Zle(@)?;f/ —VV;:)/W1:¢17

st. YO8 (%, +e,) =2 W, (X,+C,)
(3.22)

Similarly, we obtained new ©;, and the proposed estimator ;" as;

6345/ = Wh* +( j; VVh* ()?h + th)_Zle(fh +Cy ))(fh + cxh)Wh*¢h /Zf:l Wh*¢h (fh TCy )2

(3.23)
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h=1 f_h h=l f_h
(3.24)
The bias and MSE £ were obtained as
. K = -
Bias (Z;IU ) = thl w,0, ()/;’l (th =P CinC ) +v.X,C,
+8vC,, (2‘04h - 1) -vC,, (2th = Ao ))
(3.25)

MSE(")=>"" W6, (th +(R, +v-vX'C, )2 Sy =2(R,+v-vX'C,)S,,
47X (D, —1) 8% +VX T (R, v =vXTC, ) Ay, 82, — VXIS S, A, )

(3.26)

AU

The estimated MSE of the proposed estimator ¢ denoted by m§e(t3 ) was

obtained as

K 2 _ n, R e 2 2
m§e(t3AU) = B I2h [(yh; _J_’h)_(Rh +v-ve X, )(th _fh)_L[M_thJJ

h=1 1y, (nh _1) il 2x S,

(3.27)
25;1 Wh¢h)?h)?h_l (fh TCu ))_/h
z hK=1 VVh¢h)?hfh_l (fh +Cy )2

where v =
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4. Empirical Study

In this section, simulation study was conducted to examine the superiority of the
proposed estimators over other estimators considered in the study.

Data of size 1000 units were generated for study Populations stratified into 3 non-
overlapping heterogeneous using functions defined in Table 1 and samples of sizel
20, 30 and 50 were selected 10,000 times by method SRSWOR from each stratum
respectively. The precision (PRE) of the considered estimators were computed using
(4.1).

PRE(6,) = (var(0)/var(6,))x100 (4.1)

Tablel: Populations used for Empirical Study

Auxiliary variable x Study variable y
x, Dexp(4,).4 =02, Model I :y, =x;, +&,., & 0 N(0,1)
A,=03, 4 =0.1

Model Il : y,, = x;,+&,,, £, 0 N (0,1)

Model III - y,, = x;, +&,.. &, 0 N(0,1)
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Table 2: PRE of the Proposed and Some Existing Estimators using Model I

Model I -y, = x> +&,

Estimators 4, =1 4 =% 4, = s 4, =(%, +c, )-1
Sample mean ¢, 100 100 100 100

Singh (2003) ¢’ 0.4618129 0.4654986  0.6853281  0.4987068
Tracy et al. (2003) ¢, 156.8282  200.249 273.1943 186.2513

Rao et al. (2016) % 19.6508 19.6508 19.6508 19.6508
Clement (2015) ¢ 101.9259  38.5834 13.1371 53.1198
Proposed Estimators

1t 125.2144  124.3564 123.5926 124.6711

;v 107.5511  97.32242 103.2859 103.6819

1l 357.4837  357.4837 357.4837 357.4837

Table 3: PRE of the Proposed and Some Existing Estimators using Model 11

Model Il : y,, =x, +&,

Estimators 4, =1 4 —x 4 =52 5 - (fh e )_1
Sample mean £, 100 100 100 100

Singh (2003) ¢’ 2.016083 2.034654 3.066547  2.184256
Tracy et al. (2003) ¢, 130.4708 151.0057 185.5967  145.2709

Rao et al. (2016) £* 33.14468  33.14468 33.14468  33.14468
Clement (2015) £, 3.1859 3.5999 0.5086 54713
Proposed Estimators

1t 143.7675 143.2237 142.9408  143.4072

5 585.3195 578.88 638.4995  593.1084

£ 133.3531 133.3531 133.3531  133.3531
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Table 4: PRE of the Proposed and Some Existing Estimators using Model I11

Model Il - y, =x! +&,

Estimators 4 =1 4, =% 4, = s 4 = (’7;1 e, )-1
Sample mean ¢, 100 100 100 100

Singh (2003) ¢’ 7.946145 8.016244  12.11434 8.609822
Tracy et al. (2003) ¢, 120.6025 133.9832  157.4484 130.6219

Rao et al. (2016) % 39.69877 39.69877  39.69877 39.69877
Clement (2015) ¢ 3.3394 14.7189 0.7782 22.10691
Proposed Estimators

Y 132.0035 131.7362  131.6606 131.8184

e 445.8137 445.5222  444.817 446.1108

5 99.95038  99.95038  99.95038 99.95038

Tables 2, 3 and 4 showed PREs of the proposed and some existing estimators using
model I, IT and III. The result revealed that all the proposed estimators have higher

PRE compared to their counterparts, thatis, ' vs ¢, £/ versus ¢ and £ versus

t¥% . This implies that the proposed estimators are more efficient in estimation of

population mean than other related estimators considered in this study.

5. Conclusion

Considering the results obtained from the empirical study on the efficiency of the
proposed calibration estimators over some exists related estimators considered in the
study, it was obtained that the proposed estimators have higher PREs compared to
other estimators considered in all the numerical computations carried out in the study,
hence, the proposed estimators demonstrated high level of efficiency over other
estimators. In conclusion, the proposed estimators have higher chances of producing
estimates that are closer to the true values of population mean than other estimators.
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