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Abstract b

Significant improvement has been introduced to regression-in-ratio estimator§?insimple random

sampling. However, such improvement will be jeopardized when there i reme maximum or
minimum value in survey data. This study has proposed three i d regression-in-ratio
estimators that would correct the over-estimation or under—estimaggéct as a result of extreme
maximum or minimum values in survey data, respectively. The, biag and the mean square error
expressions were established for comparison of the propose@ imators. Theoretical comparison
and empirical comparison, through simulation for twenty si?pulations with high and low extreme
maximum values, confirmed that the proposed es@ were, generally, efficient over the
reviewed estimators. Though, the proposed esti ere less bias to the reviewed estimators,
but they were confirmed to be asymptotically ef] %Suggestion for further study in the detection
of significant extreme values in sample surv was proposed.
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Introduction
Auxiliary informatio proved significant in the estimation of population parameters in sample
survey theory. Simp dom sampling estimators maximize on the advantages of auxiliary

Simple Ran ampling Without Replacement (SRSWOR) estimator when there is high

correlati en the study and auxiliary variable(s) (Cochran, 1940; Robson, 1957 and Murthy,

1967 estimator combines two or more of ratio, regression or product estimator(s) into one

e@ Mohanthy, 1967 and Kiregrera, 1984). Ratio-in-regression, regression-in-ratio and ratio-
u

information. Si§1 Y ratio, regression and product estimators are efficient over the conventional

c gression estimators are few examples of mixed estimators which had proved efficient over
simple estimators. Similarly, few recent improved estimators in Survey Statistics that used auxiliary
information included Singh et al. (2020), Sajjad et al. (2021) and Shabbir ez al. (2021). However,

such estimator would not be efficient in the presence of extreme values(s).

Abbas et al. (2018) argued in the direction of Sarndal (1972) that extreme values (either maximum
or minimum value) will cause over or under estimation of the estimated parameter, respectively.
However, the study was not primarily focused on the correction of this extreme value effect on the
estimator because the methodology and conclusion of the study did not justify the aim of Sarndal
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(1972). Sarndal (1972) had argued in the direction of Godambe (1955 and 1969) to describe the
uniqueness of Sample Survey Theory to General Statistical (Statistical Inference) Theory. Let X =
(X4, X3, ..., Xy) denotes the ordered population units while x = (x4, X5, ..., X,,) denotes the ordered
sample value obtained from the N population.

f=i% )

The conventional sample mean using SRSWOR as shown in equation (1) is a Uniformly Mi @m

has confirmed that Xy (and x,, in the sample) is exceedingly large (maximum va n using
equation (1) will yield over-estimated population mean. Similarly, if the prior kn
that X; (and x; in the sample) is exceedingly small (minimum value), then usi uation (1) will
yield under-estimated population mean. These maximum and minimum \6 are called extreme

values. *

Sarndal (1972) had proffered a unique solution to the correction of theextreme value effect in SRS
in sample survey theory.-Khan and Shabbir (2013) seemed t %the first study that applied the
method of Sarndal (1972) to ratio, regression and product éators. Few authors have used the
proposed method of Sarndal (1972) to correct for the ef@ extreme value in both the study and
inimized the extreme value effects in ratio,
1ables. Finally, Khan et al. (2015) improved

one auxiliary variable. Al-Hossain and Khan (2014
product and regression estimators with two auxili
on the ratio-type estimators with extreme va ect. This study aims to improve on the recent
work of Abbas et al. (2018) ratio esti correcting the effect of the extreme values in the
estimators using the method of Sarndal (1972). Similarly, this study will ascertain if the over-
estimation or under-estimation of @gtimators has consequence on the bias and/or variance of the

estimators. q'

Methodology q,
'ncas

Reviewed ratio i)
Abbas et a@ had improved on the ratio estimators developed by Subramani and

Kumarapandi (2012) by replacing the known median value of the auxiliary variable with the
know, um value of the auxiliary variable. The ratio estimators are presented as

@ _ + b(X
yPl_y (_"(‘Mx) )( +Mx)' (2)

_ _7+b(Y—E)
Yr2 = "xC, + M)

(XCy + M,), 3)

y+b(X —%)
= 7 M 4
Yp3 (Y,Dyx-*-M ( Pyx t x) 4)
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where M, and C, are the maximum value and the coefficient of variation of the auxiliary variable,
respectively. The b is the regression coefficient, X and X are the population and the sample means
of the auxiliary variables, respectively. The y is the study variable and p,, is the correlation
coefficient of the study and auxiliary variables. The corresponding general form of bias and the
Mean Square Errors (MSEs) were presented as:

052
B(ypl)_ > RPl'

MSE(?Pi)min =0 (R}Z’isag + 5321(1 - szzx))' ﬁ

. . (1 _ 1Y) _ Y . YCy Pyx
Wherei =1,2,and 3; 0 = (n N), Rpq (_X—+Mx), Rp, = (ch+Mx and RP%

The S2 and 532, are the population variances of the auxiliary and study variablgs, feSpectively. These
developed estimators of Abbas er al. (2018) proved efficient over t viewed estimators of
Subramani and Kumarapandiyan (2012).

Although, Abbas et al. (2018) referred to these estimators as rats gfmators but Muhanty (1967)
had earlier referred to them as regression-in-ratio estimat %is study would refer to these
estimators as regression-in-ratio estimator because the pr@ee of the regression estimator in the
referred estimator is very obvious and significant.

Proposed regression-in-ratio estimators &@

In equations (2, 3 and 4), this study assume here is extreme maximum or minimum value in
both the sample of the study and auxili les. The new estimators, based on the modification
on equations (2, 3 and 4) are presex&dl Quations (5, 6 and 7), respectively as:

,»qu = yc"(;f F%) 5 omy, (5)

+ M,)
y +b(X-%x.) _
6 5, Ya b xl)(xcx+Mx), (6)

x) Y2 T T (e G + M)

/ _ ?CO + b(.X xcl)
= X M 7
Y3 (X pyx + My) (Kpyx + Mx), ™)

( max ml_n) ( max mm)
Wh% CO(Opt) ~Ymax=Ymin’ , ; and Cl (opt) = L

2n 2n

To obtain the bias and the MSE for y, in equation (5), substitute Y(1+e,) fory,,, X(1+¢,) for
X1 and simplify, such that E(e,) = E(e;) = 0, then

) 0 (., 2nco
E(eo) =3 Sy N — (Ymax Ymin — nCo) ’
Y
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2nc,
N-1

7]
E(elz) = <S)% - (xmax — Xmin — ncl)) ’ and
X

n

N—1 (Cl ()’max - ymin) t+¢co (xmax - xmin) - 2n00C1))-

0
E(e €)==<S —
0€1 Tx VX

Hence,y, = (7 +Ye, — b)_(El)(l + K;e;)71, such that K; = a (é) and a; = (ny )

Apply Taylor series of expansion and the expectation, thereafter, 6
Bias(y,) = E(y, - Y) = E(Ye, — YK&, + Yk?e. — YK,e,e, — bXe, + bszi;&b
L es? o
Blas(yl) = Tapl —& = Blas(yPl) —& @ (€))
where & = [2¢1(y + B)(Ax — ncy) — (¢4, + oAy — 2ncocy) ] [y’(‘%{l%cﬁ = (Ssy—;)

To obtain the MSEy,,(¥,) c@

Ay: (Ymax — Ymin); and Ay= (Xpax — xmin)-

MSE (3,) = E [V & - 2Ve,,(VK, + bX) + (?Z{Qz XKib+b7X )2l
Apply expectation and simplify further to obtain@

C)ﬁmin(yl) = MSEmin(yPJ —Yu (9)

where

Y1 = [CO (Ay %’ (a1 + ﬁ)(clAy + ol — 2ncocl)
A A 2n6
Q‘r c, (A, — ncl)(af + 2.8 + /32)] [(Nnﬁ]

The general form of @btained Bias and minimized MSE of the proposed y,, ¥, and y, are

presented as A\)

%A,é Bias(y,) = %Sgagi — & = Bias(y,,) — & (10)
anS
Q MSE pnin(¥,) = MSE i (¥,,) — Vi (11)

such that ¢ = [201 (ai + ﬁ)(Ax —ncy) — (clAy + colA, — 2ncoc1)] [7?13_;“[.1)]’ Vi = [CO(Ay —
nco) - (ai + [?)(clAy + coA, — 2ncoc1) +c, (A, — ncl)(aiz + Zai,[? + '3“2)] (;rigl) ,

Y Y, .
a, = (_ YCyx ) and a3 = (_L) The i = 1,2 and 3, the ¢y, and ¢; are obtained from
XCyt My, Xy +My

Co(opt) and Cy(opy) respectively.
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Theoretical and Empirical Comparison

Theoretical comparison of the proposed estimators with the corresponding reviewed
estimators of Abbas et al. (2018) considering the bias and the MSEs of the estimators

a.  Comparison of the proposed and corresponding reviewed estimators based on the Bi@

i Bias(y,) — Bias(y,,) = —[2¢1(a; + B)(Ax —ncy) — (c18y + cohy — 8\0
2ncocy )] [_y—?lif‘l)] @

The bias characteristic of the proposed estimator y,would be determined t&empirical analysis.

S

b.  This section compares the proposed estimators with the Vie;ed estimators based on the

MSEs. c
> (MSEmin(yi) - MSEmin(yPi) = _Vi) <0 @Q

The estimators y, will be efficient over y , if y; %ch that (—y;) < 0. This would be subjected
to empirical comparison.

Empirical comparison of estimators C)

This section compares the deve@timators and the reviewed estimators using numerical case.
An algorithm and R code e%e eloped for the study. Sixteen (16) simulated populations each

with different population sample sizes were developed. The R code is deposited on
https://bit.ly/2GMGO free and open source code. The algorithm conducted the simulation and
analysis in accordanc he following procedure:

(. Selecé[ different population and sample sizes for sixteen populations in asymptotic

procegdube.
D% ulation of data following normal distribution with pre-defined location and scalar values

each of the sixteen populations and for two population variables, Y and X with pre-
%heﬁned high and positive correlation coefficient.

An extreme maximum value was injected into each of Y and X such that these extreme
values were also sampled into the sample variables y and x.

U The extreme value is structured into four classes (see Figure 1). The four classes are High
Extreme Maximum Value (HEMaV), Low Extreme Maximum Value (LEMaV), High
Extreme Minimum Value (HEMiV) and Low Extreme Minimum Value (LEMiV).
However, this study focuses on HEMaV and LEMaV cases only.
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U For each of HEMaV and LEMaV, other necessary parameters were computed, the bias,
MSE and variance were, also, computed. Finally, the relative efficiencies were computed,
all for the sixteen populations.

Tables 1 through 10 display the analysis results for the bias, MSEs and relative efficiencies.
Explanation on HEMaV and LEMaV cases
conditions are High Extreme Maximum Values (HEMaV) case, High Extreme Minimu es

(HEMiV) case, Low Extreme Maximum Values (LEMaV) case and Low Extrem@m um
Values (LEMiV) case.

This study documented four cases at which extreme values can be present in a survey dataé],| he

HEMaV distribution considered that both the study and the auxiliary variables xtreme values
present in the data and it has positive (maximum) and very high (high) ext values in the two
variables, Y and X . Such that these extreme values were sampled fro population data into

the sample data. The HEMiV data considered the extreme values ca% that there exists negative
(minimum) and high negative (high) extreme values in both the populdtion and sample data of the
study and the auxiliary variables. The LEMaV data consider &é extreme values case such that
there is positive (maximum) but low positive (low) extﬁ&alues in both the population and
sample data of the study and the auxiliary variables ly, the LEMiV case considered the
extreme values case such that there is negative (mini ) and low negative (Low) extreme values
in both the population and sample data of the s d the auxiliary variables. Figure 1 explains
the nature of HEMaV, HEMiV, LEMaV and cases on a number line.

Low High Low High
Ve (min) -ve (min) +ve (max) +ve (max) -
_Ve™ T T T T 1 T r g
Vet Lemiv HEMiV B A LEMav HEMav V¢

Figure 1: Calibrated nu%m ne for the explanation of HEMaV, HEMiV, LEMaV and

LEMiV casq,
Discussion

It had been%&@?@d that the efficiency of the proposed estimators would be ascertained
empirically because the theoretical comparison could not confirm the efficiency. Hence, the
empiri omparison was conducted in this section. Similarly, the asymptotic characteristic of the

i % was also confirmed empirically. The analyses were conducted for High Extreme

es
\\%m Value (HEMaV) and Low Extreme Maximum Value (LEMaV) cases only.

Table 1 showed the distribution of the population and sample sizes using simulated data for sixteen
(16) different populations. These populations were used in order to confirm the asymptotic
characteristics of the estimators. Tables 2 through 5 showed the analyses for the bias, variance,
Mean Square Error (MSE) and the Relative Efficiency (RE) analysis results for HEMaV case while
Tables 6 through 9 showed the bias, variance, MSE and the relative efficiency analysis results for
the LEMaV case. Finally, Table 10 showed the comparative analysis of the relative efficiency
results for both HEMaV and LEMaV cases. The proposed estimators (y,,y, and y, ) would be
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compared with the corresponding reviewed estimators (¥, ¥, and ¥ ,,) as developed by Abbas
etal (2018).

HEMaV Case Analysis

Table 2 showed that the bias of the reviewed (Abbas et al., 2018) estimators y ,, and y,,had smaller
overall bias values (with high rank) over the corresponding proposed estimators y, and
y,asymptotically. Contrarily, the reviewed estimator y,, had large bias value over the
corresponding proposed estimator y,. In general, among the six estimators, the proposed e%
¥y, had the least bias (rank 1) while the y, estimator had the highest bias (rank 6) (s

Hence, y, and y, estimators were asymptotically less efficient over the correspondi ,andy,,

estimators, respectively while y, was asymptotically more efficient over the ¢ ondmg Vps-

Tables 3 and 4 revealed that the proposed estimators (y,,y, and y,) asy gcally, had the least
variance and MSE over the corresponding reviewed estimators (y, _&m Yp,), respectively, as
developed by Abbas et al. (2018). Tables 3 and 4 showed that y, g\he most efficient estimator
while y,, was the least efficient estimator among the six prop @nd reviewed estimators. Hence,
V5 Y, and y, estimators were respectively and asym lly efficient over the reviewed
estimators y ,,, ¥, and y ., respectively, by Abbas et @ 18). Table 5 showed that the proposed
estimators y,,y, and y, were 120.16%, 118.93 20.39% asymptotically efficient over the
corresponding reviewed estimators y ., ¥, a , respectively. Hence, the proposed estimators

were placed in order of efficiency as y,, ¥ , When there is high extreme maximum value in
the dataset (see Table 10). ‘ )

LEMaV Case Analysis q>

Table 6 revealed that the ed estimators y.,y, and y,were ranked lower than the reviewed

estimators y,,, ¥p,
(Vp1» Vpp and y
In general, t ed estimator y,,was the least bias estimator while the proposed estimator
y,had the igﬁ bias.

3> respectively. The three reviewed estimators by Abbas et al. (2018)
aller bias over the corresponding proposed estimators (y,,y, and y.).

Tabl 8 showed that the proposed estimators y,,y, and y,, asymptotically, had smaller
V@ and MSEs compared to the corresponding reviewed estimators, y,,, ¥p, and y,,, of
Abbas et al. (2018). It was revealed that the proposed estimator y, had the least variance and MSE
while the reviewed estimator y ,, had the highest variance and the MSE. Hence, the three proposed
estimators y,,y, and y, proved to be asymptotically efficient over the corresponding three
reviewed estimators (¥ ,,, ¥, and y ;) by Abbas et al. (2018). Table 9 revealed that the proposed
estimator y,,y, and y, were 105%, 119% and 120% relatively efficient over the corresponding

reviewed estimators ¥ ,,, ¥, and ¥, respectively. Hence, the proposed estimators were ranked in

56



Royal Statistical Society Nigeria Local Group 2021 Conference Proceedings

order of efficiency as y,,y, and y, when there is low extreme maximum value(s) in the dataset
(see Table 10).

Summary

This study had extended the ratio estimators developed by Abbas et al. (2018) with the method of
Sarndal (1972) for the correction of the presence of extreme value in the sample survey data. Three
improved regression-in-ratio estimators were proposed using coefficient of variation, correlation
coefficient and extreme value correction factor in single-phase sampling. The proposed estimators
were asymptotically tested under two types of extreme value in sample survey data. These g&trerhe
values were High Extreme Maximum Value (HEMaV) and Low Extreme Maxj %ue
(LEMaV) cases. The bias and the efficiency of the proposed estimators were conf& sing the
empirical biasness, variance, MSEs and the relative efficiency under HEMaV a aV cases.
Results revealed that the three proposed estimators reacted differently under and LEMaV
cases. However, the three proposed estimators were asymptotically efficiéat over the reviewed
estimators of Abbas et al. (2018). 6
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Table 1: Distribution of the population and sample sizes over the sixteen (16) simulated populations

Population 1 2 3 4 5 6 7 8 9 10 11 12 1 4 15 16
N 5000 4650 4300 3950 3600 3250 2900 2550 2200 1850 1500 11 7450 100 60
n 1667 1550 1433 1317 1200 1083 967 &850 733 617 500 3 67 150 33 20

Population 1 2 3 4 5 6 7 8 9 10 11 12 13 14 16 Rank Average
Bias(y,) 5 5 5 5 5 5 5 5 5 5 5 4 4 4 u 4
Bias(F) 3 3 3 3 3 3 3 3 3 3 3 3 3 AM3 3 3
Bias(y,) 6 6 6 6 6 6 6 6 6 6 6 6 QJ? 6 6 6
Bias(¥,,) 4 4 4 4 4 4 4 4 4 4 4 § s s 5 4
Bias(y;) 1 1 1 1 1 1 1 1 1 1 1 5& 1111
Bias(y,;) 2 2 2 2 2 2 2 2 2 2 é ;? 2 2 2 2 2
Table 3: Rank of the variance of the proposed estimators the reviewed estimators for the sixteen (16) populations for HEMaV case

Population 1 2 3 4 5 6 7 8 0 11 12 13 14 15 16 Rank Average
Var(y,)) 2 2 2 2 2 2 2 & 2 2 2 2 2 2 2 2
Var(¥,,) 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5
Var(y,) 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
Var(¥,,) 6 6 6 6 6$ 6 6 6 6 6 6 6 6 6 6 6
Var(y,) 1 1 1 1~1gM 1 1 1 1 1 1 1 1 1 1 1
Var(y,,) 4 4 4 % 4 4 4 4 4 4 4 4 4 4
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Table 4: Rank of the MSE of the proposed estimators and the reviewed estimators for the sixteen (16) populatio r HEMaV case

Population 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 Rank
MSE(y,) 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 &
MSE(¥,) 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 9
MSE(y,) 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3.8
MSE(,,) 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 & 6
MSE(y;)) 1t 1 1 1 1 1 1 1 1 1 1 1 1 |1 *1 1
MSE(V,,) 4 4 4 4 4 4 4 4 4 4 4 4 4 4 g 4 4
Table 5: Relative efficiency of the proposed estimators to the corresponding reviewed estima r the 16 populations in HEMaV analysis

Population 1 2 3 4 5 6 7 8 9'5 10 11 12 13 14 15 16 Average

RE(Y,/¥,,) 11991 11993 119.92 119.93 119.93 119.89 119.94 119. Q}.s 119.95 119.94 119.97 120.09 120.14 120.98 122.22 120.16
RE(Y,/¥,,) 11941 11938 11936 11934 119.32 11926 11925 11 119.14 119.10 118.98 118.83 118.75 11839 117.40 117.71 118.93

RE(Y,/¥,,) 12004 120.04 120.03 120.05 120.05 120.05 120.0 W6  120.07 120.11 120.12 120.13 12025 120.38 121.58 12321 120.39

Bias, Variance and the Mean Square Error (MSE) Ana%}m the Low Extreme Maximum Value (LEMaV) case

Table 6: Rank of the Bias of the proposed estima the reviewed estimators for the sixteen (16) populations for LEMaV case
Population 1 2 3 4 5 6 7 10 11 12 13 14 15 16 Rank Average

9
Bias(y,)) 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6
Bias(¥,)) 5 5 5 5 5 5 555 5 5 5 5 5 5 5
Bias(¥,) 3 3 4 4 4 4 4 4 4 4 4 4 4 4 4
Bias(¥,,) 1 1 2 G 2 2 2 2 2 2 3 3 3 3 3 2
Bias(y,) 4 4 % 33 333 3 3 2 2 1 1 1 3
Bias(yp;) 2 & 111 1 1 1 1 1 1 1 2 2 2 1
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Population 1 2 3 4 5 6 7 8 9 IOAQ 12 13 14 15 16 Rank Average

MSEy) 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5
MSE(,)) 6 6 6 6 6 6 6 6 66 6 6 6 6 6 6 6
MSE(3,) 1 1 1 1 2 2 2 % 2 2 2 2 2 2 2 2
MSE(¥,,) 3 3 3 3 3 3 3 q?z 4 4 4 4 4 4 4 4
MSE(y,) 1 1 1 1 1 1 C’ 11 1 1 1 1 1 1 1
MSE(¥,,) 3 3 3 3 3 43 33 3 3 3 3 3 3 3 3

Table 9: Relative efficiency of the proposed estimatogg to the corresponding reviewed estimators for the16 populations in LEMaV analysis.

Population 1 2 3 A g 5 6 7 8 9 10 11 12 13 14 15 16 Average

RE(Y,/¥,) 10538 104.68 1 @135.48 10532 104.88 105.04 105.29 10458 10530 105.03 104.86 105.15 10528 105.66 10542 105.13
RE(Y,/¥5,) 11976  119.79 119.88 11946 119.96 119.59 119.46 119.08 119.14 11945 11930 119.07 119.14 11825 118.78 119.37
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RE(Z/yps) 119.76  119.79 119.83 119.88 119.59 120.08 119.94 119.85 119.45 119.81 120.16 120.26 120.23 0.86 121.91 124.00 120.34




Royal Statistical Society Nigeria Local Group 2021 Conference Proceedings

Table 10: Relative Efficiency (RE) comparison of the proposed estimators with the corresponding reviewed

estimators
HEMaV case LEMaV case
Relative Efficiency | Average Average Rank | Average Average Rank
RE(Y,/Vp,) 120.16 2 10513 3
RE(Y,/Yp,) 11893 3 11937 2

RE(Y,/Vps) 12039 1 12034 1 Q?
.&
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