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Abstract 
Significant improvement has been introduced to regression-in-ratio estimators in simple random 
sampling. However, such improvement will be jeopardized when there is extreme maximum or 
minimum value in survey data. This study has proposed three improved regression-in-ratio 
estimators that would correct the over-estimation or under-estimation effect as a result of extreme 
maximum or minimum values in survey data, respectively. The bias and the mean square error 
expressions were established for comparison of the proposed estimators. Theoretical comparison 
and empirical comparison, through simulation for twenty six populations with high and low extreme 
maximum values, confirmed that the proposed estimators were, generally, efficient over the 
reviewed estimators. Though, the proposed estimators were less bias to the reviewed estimators, 
but they were confirmed to be asymptotically efficient. Suggestion for further study in the detection 
of significant extreme values in sample survey data was proposed. 

Keywords/Phrase: Regression-in-ratio estimators, maximum values, minimum values, simple 
random sampling, efficiency 
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Introduction 
Auxiliary information has proved significant in the estimation of population parameters in sample 
survey theory. Simple random sampling estimators maximize on the advantages of auxiliary 
information. Similarly, ratio, regression and product estimators are efficient over the conventional 
Simple Random Sampling Without Replacement (SRSWOR) estimator when there is high 
correlation between the study and auxiliary variable(s) (Cochran, 1940; Robson, 1957 and Murthy, 
1967). Mixed estimator combines two or more of ratio, regression or product estimator(s) into one 
estimator (Mohanthy, 1967 and Kiregrera, 1984). Ratio-in-regression, regression-in-ratio and ratio-
cum-regression estimators are few examples of mixed estimators which had proved efficient over 
simple estimators. Similarly, few recent improved estimators in Survey Statistics that used auxiliary 
information included Singh et al. (2020), Sajjad et al. (2021) and Shabbir et al. (2021). However, 
such estimator would not be efficient in the presence of extreme values(s). 

Abbas et al. (2018) argued in the direction of Sarndal (1972) that extreme values (either maximum 
or minimum value) will cause over or under estimation of the estimated parameter, respectively. 
However, the study was not primarily focused on the correction of this extreme value effect on the 
estimator because the methodology and conclusion of the study did not justify the aim of Sarndal 
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(1972). Sarndal (1972) had argued in the direction of Godambe (1955 and 1969) to describe the 
uniqueness of Sample Survey Theory to General Statistical (Statistical Inference) Theory. Let 𝑋 =

(𝑋ଵ, 𝑋ଶ, … , 𝑋ே) denotes the ordered population units while 𝑥 = (𝑥ଵ, 𝑥ଶ, … , 𝑥௡) denotes the ordered 
sample value obtained from the 𝑁 population. 

𝑥 = ෍
𝑥௜

𝑛

௡

௜ୀଵ

                                                                     (1) 

The conventional sample mean using SRSWOR as shown in equation (1) is a Uniformly Minimum 

Variance Unbiased Estimator (UMVUE) of the population mean 𝑋. However, if a priori information 
has confirmed that 𝑋ே (and 𝑥௡ in the sample) is exceedingly large (maximum value), then using 
equation (1) will yield over-estimated population mean. Similarly, if the prior knowledge confirms 
that 𝑋ଵ (and 𝑥ଵ in the sample) is exceedingly small (minimum value), then using equation (1) will 
yield under-estimated population mean. These maximum and minimum values are called extreme 
values. 

Sarndal (1972) had proffered a unique solution to the correction of the extreme value effect in SRS 
in sample survey theory. Khan and Shabbir (2013) seemed to be the first study that applied the 
method of Sarndal (1972) to ratio, regression and product estimators. Few authors have used the 
proposed method of Sarndal (1972) to correct for the effect of extreme value in both the study and 
one auxiliary variable. Al-Hossain and Khan (2014) minimized the extreme value effects in ratio, 
product and regression estimators with two auxiliary variables. Finally, Khan et al. (2015) improved 
on the ratio-type estimators with extreme value effect. This study aims to improve on the recent 
work of Abbas et al. (2018) ratio estimators by correcting the effect of the extreme values in the 
estimators using the method of Sarndal (1972). Similarly, this study will ascertain if the over-
estimation or under-estimation of estimators has consequence on the bias and/or variance of the 
estimators. 

Methodology 

Reviewed ratio estimators 

Abbas et al. (2018) had improved on the ratio estimators developed by Subramani and 
Kumarapandiyan (2012) by replacing the known median value of the auxiliary variable with the 
known maximum value of the auxiliary variable. The ratio estimators are presented as 

𝑦
௉ଵ

=
𝑦 + 𝑏൫𝑋 − 𝑥൯

(𝑥 + 𝑀௫)
൫𝑋 + 𝑀௫൯,                                           (2) 

𝑦
௉ଶ

=
𝑦 + 𝑏൫𝑋 − 𝑥൯

(𝑥𝐶௫ + 𝑀௫)
൫𝑋𝐶௫ + 𝑀௫൯,                                           (3) 

𝑦
௉ଷ

=
𝑦 + 𝑏൫𝑋 − 𝑥൯

൫𝑥𝜌௬௫ + 𝑀௫൯
൫𝑋𝜌௬௫ + 𝑀௫൯,                                          (4) 
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where 𝑀௫ and 𝐶௫ are the maximum value and the coefficient of variation of the auxiliary variable, 

respectively. The 𝑏 is the regression coefficient, 𝑋 and 𝑥 are the population and the sample means 
of the auxiliary variables, respectively. The 𝑦 is the study variable and 𝜌௬௫ is the correlation 

coefficient of the study and auxiliary variables. The corresponding general form of bias and the 
Mean Square Errors (MSEs) were presented as: 

𝐵൫𝑦
௉௜

൯ =
𝜃𝑆௫

ଶ

𝑌
𝑅௉௜

ଶ , 

𝑀𝑆𝐸൫𝑦
௉௜

൯
௠௜௡

≅ 𝜃 ቀ𝑅௉௜
ଶ 𝑆௫

ଶ + 𝑆௬
ଶ൫1 − 𝜌௬௫

ଶ ൯ቁ, 

Where 𝑖 = 1, 2, 𝑎𝑛𝑑 3;  𝜃 = ቀ
ଵ

௡
−

ଵ

ே
ቁ;  𝑅௉ଵ = ቀ

௒

௑ାெೣ
ቁ;  𝑅௉ଶ = ቀ

௒஼ೣ

௑஼ೣାெೣ
ቁ and   𝑅௉ଷ = ൬

௒ఘ೤ೣ

௑ఘ೤ೣାெೣ
൰. 

The 𝑆௫
ଶ and 𝑆௬

ଶ are the population variances of the auxiliary and study variables, respectively. These 

developed estimators of Abbas et al. (2018) proved efficient over the reviewed estimators of 
Subramani and Kumarapandiyan (2012). 

Although, Abbas et al. (2018) referred to these estimators as ratio estimators but Muhanty (1967) 
had earlier referred to them as regression-in-ratio estimators. This study would refer to these 
estimators as regression-in-ratio estimator because the presence of the regression estimator in the 
referred estimator is very obvious and significant. 

Proposed regression-in-ratio estimators 

In equations (2, 3 and 4), this study assumes that there is extreme maximum or minimum value in 
both the sample of the study and auxiliary variables. The new estimators, based on the modification 
on equations (2, 3 and 4) are presented in equations (5, 6 and 7), respectively as: 

𝑦
ଵ

=
𝑦

௖బ
+ 𝑏൫𝑋 − 𝑥௖భ

൯

൫𝑥௖భ
+ 𝑀௫൯

൫𝑋 + 𝑀௫൯,                                                (5) 

𝑦
ଶ

=
𝑦

௖బ
+ 𝑏൫𝑋 − 𝑥௖భ

൯

൫𝑥௖భ
𝐶௫ + 𝑀௫൯

൫𝑋𝐶௫ + 𝑀௫൯,                                                    (6) 

𝑦
ଷ

=
𝑦

௖బ
+ 𝑏൫𝑋 − 𝑥௖భ

൯

൫𝑥௖భ
𝜌௬௫ + 𝑀௫൯

൫𝑋𝜌௬௫ + 𝑀௫൯,                                                    (7) 

where   𝐶଴(௢௣௧) =
(௬೘ೌೣି௬೘೔೙)

ଶ௡
;      𝑎𝑛𝑑                𝐶ଵ(௢௣௧) =

(௫೘ೌೣି௫೘೔೙)

ଶ௡
. 

To obtain the bias and the MSE for 𝑦
ଵ
 in equation (5), substitute 𝑌(1 + 𝑒௢) 𝑓𝑜𝑟 𝑦

௖௢
, 𝑋(1 + 𝑒ଵ) for 

𝑥௖ଵ and simplify, such that 𝐸(𝑒௢) = 𝐸(𝑒ଵ) = 0, then 

𝐸(𝑒଴
ଶ) =

𝜃

𝑌
ଶ ቆ𝑆௬

ଶ −
2𝑛𝑐଴

𝑁 − 1
(𝑦௠௔௫ − 𝑦௠௜௡ − 𝑛𝑐଴)ቇ, 
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𝐸(𝑒ଵ
ଶ) =

𝜃

𝑋
ଶ ቆ𝑆௫

ଶ −
2𝑛𝑐ଵ

𝑁 − 1
(𝑥௠௔௫ − 𝑥௠௜௡ − 𝑛𝑐ଵ)ቇ , 𝑎𝑛𝑑  

𝐸(𝑒଴𝑒ଵ) =
𝜃

𝑌𝑋
ቆ𝑆௬௫ −

𝑛

𝑁 − 1
(𝑐ଵ(𝑦௠௔௫ − 𝑦௠௜௡) + 𝑐଴(𝑥௠௔௫ − 𝑥௠௜௡) − 2𝑛𝑐଴𝑐ଵ)ቇ. 

Hence, 𝑦
ଵ

= ൫𝑌 + 𝑌𝑒௢ − 𝑏𝑋𝑒ଵ൯(1 + 𝐾ଵ𝑒ଵ)ିଵ, such that 𝐾ଵ = 𝛼ଵ ቀ
௑

௒
ቁ and  𝛼ଵ = ቀ

௒

௑ାெೣ
ቁ. 

Apply Taylor series of expansion and the expectation, thereafter, 

𝐵𝑖𝑎𝑠൫𝑦
ଵ

൯ = 𝐸൫𝑦
ଵ

− 𝑌൯ = 𝐸൫𝑌𝑒௢ − 𝑌𝐾ଵ𝑒ଵ + 𝑌𝐾ଵ
ଶ𝑒ଵ

ଶ
− 𝑌𝐾ଵ𝑒௢𝑒ଵ − 𝑏𝑋𝑒ଵ + 𝑏𝐾ଵ𝑋𝑒ଵ

ଶ
൯, 

𝐵𝑖𝑎𝑠൫𝑦
ଵ

൯ =
𝜃𝑆௫

ଶ

𝑌
𝛼௉ଵ

ଶ − 𝜀ଵ = 𝐵𝑖𝑎𝑠൫𝑦
௉ଵ

൯ − 𝜀ଵ                                (8) 

where 𝜀ଵ = ൣ2𝑐ଵ൫𝛼ଵ + 𝛽መ൯(∆௫ − 𝑛𝑐ଵ) − ൫𝑐ଵ∆௬ + 𝑐଴∆௫ − 2𝑛𝑐଴𝑐ଵ൯൧ ቂ
௡ఏ భ

௒(ேିଵ)
ቃ ;     𝛽መ = ቀ

ௌ೤ೣ

ௌೣ
మ ቁ ;   

∆௬= (𝑦௠௔௫ − 𝑦௠௜௡);  𝑎𝑛𝑑   ∆௫= (𝑥௠௔௫ − 𝑥௠௜௡). 

To obtain the 𝑀𝑆𝐸௠௜௡൫𝑦
ଵ

൯ 

𝑀𝑆𝐸 ൫𝑦
ଵ

൯ = 𝐸 ቂ𝑌
ଶ

𝑒଴
ଶ

− 2𝑌𝑒௢𝑒ଵ൫𝑌𝐾ଵ + 𝑏𝑋൯ + ቀ𝑌
ଶ

𝐾ଵ
ଶ + 2𝑌𝑋𝐾ଵ𝑏 + 𝑏ଶ𝑋

ଶ
ቁ 𝑒ଵ

ଶ
ቃ 

Apply expectation and simplify further to obtain 

𝑀𝑆𝐸௠௜௡൫𝑦
ଵ

൯ ≅ 𝑀𝑆𝐸௠௜௡൫𝑦
௉ଵ

൯ − 𝛾ଵ,                       (9) 

where 

𝛾ଵ = ൣ𝑐଴൫∆௬ − 𝑛𝑐଴൯ − ൫𝛼ଵ + 𝛽መ൯൫𝑐ଵ∆௬ + 𝑐଴∆௫ − 2𝑛𝑐଴𝑐ଵ൯

+ 𝑐ଵ(∆௫ − 𝑛𝑐ଵ)൫𝛼ଵ
ଶ + 2𝛼ଵ𝛽መ + 𝛽መଶ൯൧ ൤

2𝑛𝜃

(𝑁 − 1)
൨. 

The general form of the obtained Bias and minimized MSE of the proposed 𝑦
ଵ
, 𝑦

ଶ
 and 𝑦

ଷ
 are 

presented as  

𝐵𝑖𝑎𝑠൫𝑦
௜
൯ =

𝜃𝑆௫
ଶ

𝑌
𝛼௉௜

ଶ − 𝜀௜ = 𝐵𝑖𝑎𝑠൫𝑦
௉௜

൯ − 𝜀௜                        (10) 

and  

𝑀𝑆𝐸௠௜௡൫𝑦
௜
൯ ≅ 𝑀𝑆𝐸௠௜௡൫𝑦

௉௜
൯ − 𝛾௜ ,                       (11) 

such that 𝜀௜ = ൣ2𝑐ଵ൫𝛼௜ + 𝛽መ൯(∆௫ − 𝑛𝑐ଵ) − ൫𝑐ଵ∆௬ + 𝑐଴∆௫ − 2𝑛𝑐଴𝑐ଵ൯൧ ቂ
௡ఏఈ೔

௒(ேିଵ)
ቃ, 𝛾௜ = ൣ𝑐଴൫∆௬ −

𝑛𝑐଴൯ − ൫𝛼௜ + 𝛽መ൯൫𝑐ଵ∆௬ + 𝑐଴∆௫ − 2𝑛𝑐଴𝑐ଵ൯ + 𝑐ଵ(∆௫ − 𝑛𝑐ଵ)൫𝛼௜
ଶ + 2𝛼௜𝛽መ + 𝛽መଶ൯൧ ቂ

ଶ௡ఏ

(ேିଵ)
ቃ,   

𝛼ଶ = ቀ
௒஼ೣ

௑஼ೣାெೣ
ቁ    𝑎𝑛𝑑     𝛼ଷ = ൬

௒ఘ೤ೣ

௑ఘ೤ೣାெೣ
൰. The 𝑖 = 1, 2 𝑎𝑛𝑑 3, the 𝑐଴ 𝑎𝑛𝑑 𝑐ଵ are obtained from 

𝐶଴(௢௣௧) and 𝐶ଵ(௢௣௧) respectively. 
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Theoretical and Empirical Comparison 

Theoretical comparison of the proposed estimators with the corresponding reviewed 
estimators of Abbas et al. (2018) considering the bias and the MSEs of the estimators 

 

a. Comparison of the proposed and corresponding reviewed estimators based on the Biasness 

i. 𝐵𝑖𝑎𝑠൫𝑦
௜
൯ − 𝐵𝑖𝑎𝑠൫𝑦

௉௜
൯ = −ൣ2𝑐ଵ൫𝛼௜ + 𝛽መ൯(∆௫ − 𝑛𝑐ଵ) − ൫𝑐ଵ∆௬ + 𝑐଴∆௫ −

2𝑛𝑐଴𝑐ଵ൯൧ ቂ
௡ఏఈ೔

௒(ேିଵ)
ቃ. 

The bias characteristic of the proposed estimator 𝑦௜would be determined in the empirical analysis. 

 

b. This section compares the proposed estimators with the reviewed estimators based on the 
MSEs. 

 ൫𝑀𝑆𝐸௠௜௡൫𝑦
௜
൯ − 𝑀𝑆𝐸௠௜௡൫𝑦

௉௜
൯ =  −𝛾௜൯ < 0 

The estimators 𝑦
௜
 will be efficient over 𝑦

௉௜
 if 𝛾௜ > 0,  such that (−𝛾௜) <  0. This would be subjected 

to empirical comparison. 

Empirical comparison of estimators 

This section compares the developed estimators and the reviewed estimators using numerical case. 
An algorithm and R code were developed for the study. Sixteen (16) simulated populations each 
with different population and sample sizes were developed. The R code is deposited on 
https://bit.ly/2GMG0Og as free and open source code. The algorithm conducted the simulation and 
analysis in accordance to the following procedure: 

 Selection of different population and sample sizes for sixteen populations in asymptotic 
procedure. 

 Simulation of data following normal distribution with pre-defined location and scalar values 
for each of the sixteen populations and for two population variables, 𝑌 and 𝑋 with pre-
defined high and positive correlation coefficient. 

 An extreme maximum value was injected into each of 𝑌 and 𝑋 such that these extreme 
values were also sampled into the sample variables 𝑦 and 𝑥. 

 The extreme value is structured into four classes (see Figure 1). The four classes are High 
Extreme Maximum Value (HEMaV), Low Extreme Maximum Value (LEMaV), High 
Extreme Minimum Value (HEMiV) and Low Extreme Minimum Value (LEMiV). 
However, this study focuses on HEMaV and LEMaV cases only. 
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 For each of HEMaV and LEMaV, other necessary parameters were computed, the bias, 
MSE and variance were, also, computed. Finally, the relative efficiencies were computed, 
all for the sixteen populations. 

Tables 1 through 10 display the analysis results for the bias, MSEs and relative efficiencies. 

Explanation on HEMaV and LEMaV cases 

This study documented four cases at which extreme values can be present in a survey data. The 
conditions are High Extreme Maximum Values (HEMaV) case, High Extreme Minimum Values 
(HEMiV) case, Low Extreme Maximum Values (LEMaV) case and Low Extreme Minimum 
Values (LEMiV) case. 

HEMaV distribution considered that both the study and the auxiliary variables had extreme values 
present in the data and it has positive (maximum) and very high (high) extreme values in the two 
variables, 𝑌 𝑎𝑛𝑑 𝑋 . Such that these extreme values were sampled from the population data into 
the sample data. The HEMiV data considered the extreme values case such that there exists negative 
(minimum) and high negative (high) extreme values in both the population and sample data of the 
study and the auxiliary variables. The LEMaV data considered the extreme values case such that 
there is positive (maximum) but low positive (low) extreme values in both the population and 
sample data of the study and the auxiliary variables. Finally, the LEMiV case considered the 
extreme values case such that there is negative (minimum) and low negative (Low) extreme values 
in both the population and sample data of the study and the auxiliary variables. Figure 1 explains 
the nature of HEMaV, HEMiV, LEMaV and LEMiV cases on a number line. 

0B AHEMiVLEMiV LEMaV HEMaV
-Ve +Ve

Low
-ve (min)

High
-ve (min)

High
+ve (max)

Low
+ve (max)

 

Figure 1: Calibrated number line for the explanation of HEMaV, HEMiV, LEMaV and 
LEMiV cases 

 

Discussion  
It had been mentioned that the efficiency of the proposed estimators would be ascertained 
empirically because the theoretical comparison could not confirm the efficiency. Hence, the 
empirical comparison was conducted in this section. Similarly, the asymptotic characteristic of the 
estimators was also confirmed empirically. The analyses were conducted for High Extreme 
Maximum Value (HEMaV) and Low Extreme Maximum Value (LEMaV) cases only. 

Table 1 showed the distribution of the population and sample sizes using simulated data for sixteen 
(16) different populations. These populations were used in order to confirm the asymptotic 
characteristics of the estimators. Tables 2 through 5 showed the analyses for the bias, variance, 
Mean Square Error (MSE) and the Relative Efficiency (RE) analysis results for HEMaV case while 
Tables 6 through 9 showed the bias, variance, MSE and the relative efficiency analysis results for 
the LEMaV case. Finally, Table 10 showed the comparative analysis of the relative efficiency 
results for both HEMaV and LEMaV cases. The proposed estimators (𝑦

ଵ
, 𝑦

ଶ
 𝑎𝑛𝑑 𝑦

ଷ
 ) would be 
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compared with the corresponding reviewed estimators (𝑦
௉ଵ

, 𝑦
௉ଶ

 and 𝑦
௉ଷ

) as developed by Abbas 

et al. (2018). 

HEMaV Case Analysis 

Table 2 showed that the bias of the reviewed (Abbas et al., 2018) estimators 𝑦
௉ଵ

 and 𝑦
௉ଶ

had smaller 

overall bias values (with high rank) over the corresponding proposed estimators 𝑦
ଵ
 and 

𝑦
ଶ
asymptotically. Contrarily, the reviewed estimator 𝑦

௉ଷ
 had large bias value over the 

corresponding proposed estimator 𝑦
ଷ
. In general, among the six estimators, the proposed estimator 

𝑦
ଷ
 had the least bias (rank 1) while the 𝑦

ଶ
 estimator had the highest bias (rank 6) (see Table 2). 

Hence, 𝑦
ଵ
 and 𝑦

ଶ
 estimators were asymptotically less efficient over the corresponding  𝑦

௉ଵ
 and 𝑦

௉ଶ
 

estimators, respectively while 𝑦
ଷ
 was asymptotically more efficient over the corresponding 𝑦

௉ଷ
. 

Tables 3 and 4 revealed that the proposed estimators (𝑦
ଷ

, 𝑦
ଵ

 𝑎𝑛𝑑 𝑦
ଶ

) asymptotically, had the least 

variance and MSE over the corresponding reviewed estimators (𝑦
௉ଷ

, 𝑦
௉ଵ

 and 𝑦
௉ଶ

), respectively, as 

developed by Abbas et al. (2018). Tables 3 and 4 showed that 𝑦
ଷ
 was the most efficient estimator 

while 𝑦
௉ଶ

 was the least efficient estimator among the six proposed and reviewed estimators. Hence, 

𝑦
ଷ

, 𝑦
ଵ

 𝑎𝑛𝑑  𝑦
ଶ
 estimators were respectively and asymptotically efficient over the reviewed 

estimators 𝑦
௉ଷ

, 𝑦
௉ଵ

 and 𝑦
௉ଶ

, respectively, by Abbas et al. (2018). Table 5 showed that the proposed 

estimators 𝑦
ଵ

, 𝑦
ଶ

 𝑎𝑛𝑑 𝑦
ଷ
 were 120.16%, 118.93% and 120.39% asymptotically efficient over the 

corresponding reviewed estimators 𝑦
௉ଵ

, 𝑦
௉ଶ

 and 𝑦
௉ଷ

, respectively. Hence, the proposed estimators 

were placed in order of efficiency as 𝑦
ଷ

, 𝑦
ଵ

 𝑎𝑛𝑑  𝑦
ଶ
 when there is high extreme maximum value in 

the dataset (see Table 10). 

LEMaV Case Analysis 

Table 6 revealed that the developed estimators 𝑦
ଵ

, 𝑦
ଶ

 𝑎𝑛𝑑 𝑦
ଷ
were ranked lower than the reviewed 

estimators 𝑦
௉ଵ

, 𝑦
௉ଶ

 and 𝑦
௉ଷ

, respectively. The three reviewed estimators by Abbas et al. (2018) 

(𝑦
௉ଵ

, 𝑦
௉ଶ

 and 𝑦
௉ଷ

) had smaller bias over the corresponding proposed estimators (𝑦
ଵ

, 𝑦
ଶ

 𝑎𝑛𝑑 𝑦
ଷ
). 

In general, the revealed estimator 𝑦
௉ଷ

was the least bias estimator while the proposed estimator 

𝑦
ଵ
had the highest bias. 

Tables 7 and 8 showed that the proposed estimators 𝑦
ଵ

, 𝑦
ଶ

 𝑎𝑛𝑑 𝑦
ଷ
, asymptotically, had smaller 

variances and MSEs compared to the corresponding reviewed estimators, 𝑦
௉ଵ

, 𝑦
௉ଶ

 and 𝑦
௉ଷ

, of 

Abbas et al. (2018). It was revealed that the proposed estimator 𝑦
ଷ
 had the least variance and MSE 

while the reviewed estimator 𝑦
௉ଵ

had the highest variance and the MSE. Hence, the three proposed 

estimators 𝑦
ଵ

, 𝑦
ଶ

 𝑎𝑛𝑑 𝑦
ଷ
 proved to be asymptotically efficient over the corresponding three 

reviewed estimators (𝑦
௉ଵ

, 𝑦
௉ଶ

 and 𝑦
௉ଷ

) by Abbas et al. (2018). Table 9 revealed that the proposed 

estimator 𝑦
ଵ

, 𝑦
ଶ

 𝑎𝑛𝑑 𝑦
ଷ
 were 105%, 119% and 120% relatively efficient over the corresponding 

reviewed estimators 𝑦
௉ଵ

, 𝑦
௉ଶ

 and 𝑦
௉ଷ

, respectively. Hence, the proposed estimators were ranked in 
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order of efficiency as 𝑦
ଷ

, 𝑦
ଶ

 𝑎𝑛𝑑 𝑦
ଵ
 when there is low extreme maximum value(s) in the dataset 

(see Table 10). 

Summary 

This study had extended the ratio estimators developed by Abbas et al. (2018) with the method of 
Sarndal (1972) for the correction of the presence of extreme value in the sample survey data. Three 
improved regression-in-ratio estimators were proposed using coefficient of variation, correlation 
coefficient and extreme value correction factor in single-phase sampling. The proposed estimators 
were asymptotically tested under two types of extreme value in sample survey data. These extreme 
values were High Extreme Maximum Value (HEMaV) and Low Extreme Maximum Value 
(LEMaV) cases. The bias and the efficiency of the proposed estimators were confirmed using the 
empirical biasness, variance, MSEs and the relative efficiency under HEMaV and LEMaV cases. 
Results revealed that the three proposed estimators reacted differently under HEMaV and LEMaV 
cases. However, the three proposed estimators were asymptotically efficient over the reviewed 
estimators of Abbas et al. (2018). 

Acknowledgement 
The authors appreciate the professional contribution of Dr. Kayode Olurinola, the Chief Medical 
Director of Steksons and Sons Eye Clinic in Ijebu-Ode of Ogun State, Nigeria. 



Royal Statistical Society Nigeria Local Group  2021 Conference Proceedings 

 
 

58

Table 1: Distribution of the population and sample sizes over the sixteen (16) simulated populations 

Population 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

𝑵 5000 4650 4300 3950 3600 3250 2900 2550 2200 1850 1500 1150 800 450 100 60 
𝒏 1667 1550 1433 1317 1200 1083 967 850 733 617 500 383 267 150 33 20 

 
Bias, Variance and the Mean Square Error (MSE) Analyses on the High Extreme Maximum Value (HEMaV) case 

Table 2: Rank of the Bias of the proposed estimators and the reviewed estimators for the sixteen (16) populations for HEMaV case 

Population 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 Rank Average  

𝐵𝑖𝑎𝑠൫𝑦
ଵ

൯ 5 5 5 5 5 5 5 5 5 5 5 4 4 4 4 4 5  

𝐵𝑖𝑎𝑠൫𝑦
௉ଵ

൯ 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3  

𝐵𝑖𝑎𝑠൫𝑦
ଶ

൯ 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6  

𝐵𝑖𝑎𝑠൫𝑦
௉ଶ

൯ 4 4 4 4 4 4 4 4 4 4 4 5 5 5 5 5 4  

𝐵𝑖𝑎𝑠൫𝑦
ଷ

൯ 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  

𝐵𝑖𝑎𝑠൫𝑦
௉ଷ

൯ 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2  

 
Table 3: Rank of the variance of the proposed estimators and the reviewed estimators for the sixteen (16) populations for HEMaV case 

Population 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 Rank Average 

𝑉𝑎𝑟൫𝑦
ଵ

൯ 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 

𝑉𝑎𝑟൫𝑦
௉ଵ

൯ 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 

𝑉𝑎𝑟൫𝑦
ଶ

൯ 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 

𝑉𝑎𝑟൫𝑦
௉ଶ

൯ 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 

𝑉𝑎𝑟൫𝑦
ଷ

൯ 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

𝑉𝑎𝑟൫𝑦
௉ଷ

൯ 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 
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Table 4: Rank of the MSE of the proposed estimators and the reviewed estimators for the sixteen (16) populations for HEMaV case 

Population 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 Rank Average 

𝑀𝑆𝐸൫𝑦
ଵ

൯ 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 

𝑀𝑆𝐸൫𝑦
௉ଵ

൯ 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 

𝑀𝑆𝐸൫𝑦
ଶ

൯ 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 

𝑀𝑆𝐸൫𝑦
௉ଶ

൯ 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 

𝑀𝑆𝐸൫𝑦
ଷ

൯ 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

𝑀𝑆𝐸൫𝑦
௉ଷ

൯ 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 

 
Table 5: Relative efficiency of the proposed estimators to the corresponding reviewed estimators for the 16 populations in HEMaV analysis 

Population 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 Average 

𝑅𝐸൫𝑦
ଵ

𝑦
௉ଵ

ൗ ൯ 119.91 119.93 119.92 119.93 119.93 119.89 119.94 119.90 119.95 119.95 119.94 119.97 120.09 120.14 120.98 122.22 120.16 

𝑅𝐸൫𝑦
ଶ

𝑦
௉ଶ

ൗ ൯ 119.41 119.38 119.36 119.34 119.32 119.26 119.25 119.20 119.14 119.10 118.98 118.83 118.75 118.39 117.40 117.71 118.93 

𝑅𝐸൫𝑦
ଷ

𝑦
௉ଷ

ൗ ൯ 120.04 120.04 120.03 120.05 120.05 120.05 120.06 120.06 120.07 120.11 120.12 120.13 120.25 120.38 121.58 123.21 120.39 

 
 

Bias, Variance and the Mean Square Error (MSE) Analyses on the Low Extreme Maximum Value (LEMaV) case 
Table 6: Rank of the Bias of the proposed estimators and the reviewed estimators for the sixteen (16) populations for LEMaV case 

Population 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 Rank Average 

𝐵𝑖𝑎𝑠൫𝑦
ଵ

൯ 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 

𝐵𝑖𝑎𝑠൫𝑦
௉ଵ

൯ 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 

𝐵𝑖𝑎𝑠൫𝑦
ଶ

൯ 3 3 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 

𝐵𝑖𝑎𝑠൫𝑦
௉ଶ

൯ 1 1 2 2 2 2 2 2 2 2 2 3 3 3 3 3 2 

𝐵𝑖𝑎𝑠൫𝑦
ଷ

൯ 4 4 3 3 3 3 3 3 3 3 3 2 2 1 1 1 3 

𝐵𝑖𝑎𝑠൫𝑦
௉ଷ

൯ 2 2 1 1 1 1 1 1 1 1 1 1 1 2 2 2 1 
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Table 7: Rank of the variance of the proposed estimators and the reviewed estimators for the sixteen (16) populations for LEMaV case 

Population 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 Rank Average 

𝑉𝑎𝑟൫𝑦
ଵ

൯ 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 

𝑉𝑎𝑟൫𝑦
௉ଵ

൯ 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 

𝑉𝑎𝑟൫𝑦
ଶ

൯ 1 1 1 1 2 2 2 2 2 2 2 2 2 2 2 2 2 

𝑉𝑎𝑟൫𝑦
௉ଶ

൯ 3 3 3 3 3 3 3 4 3 4 4 4 4 4 4 4 4 

𝑉𝑎𝑟൫𝑦
ଷ

൯ 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

𝑉𝑎𝑟൫𝑦
௉ଷ

൯ 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 

 

Table 8: Rank of the MSE of the proposed estimators and the reviewed estimators for the sixteen (16) populations for LEMaV case 

Population 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 Rank Average 

𝑀𝑆𝐸൫𝑦
ଵ

൯ 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 

𝑀𝑆𝐸൫𝑦
௉ଵ

൯ 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 

𝑀𝑆𝐸൫𝑦
ଶ

൯ 1 1 1 1 2 2 2 2 2 2 2 2 2 2 2 2 2 

𝑀𝑆𝐸൫𝑦
௉ଶ

൯ 3 3 3 3 3 3 3 4 3 4 4 4 4 4 4 4 4 

𝑀𝑆𝐸൫𝑦
ଷ

൯ 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

𝑀𝑆𝐸൫𝑦
௉ଷ

൯ 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 

 

Table 9: Relative efficiency of the proposed estimators to the corresponding reviewed estimators for the16 populations in LEMaV analysis. 

Population 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 Average 

𝑅𝐸൫𝑦
ଵ

𝑦
௉ଵ

ൗ ൯ 105.38 104.68 104.78 105.48 105.32 104.88 105.04 105.29 104.58 105.30 105.03 104.86 105.15 105.28 105.66 105.42 105.13 

𝑅𝐸൫𝑦
ଶ

𝑦
௉ଶ

ൗ ൯ 119.76 119.79 119.83 119.88 119.46 119.96 119.59 119.46 119.08 119.14 119.45 119.30 119.07 119.14 118.25 118.78 119.37 
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𝑅𝐸൫𝑦
ଷ

𝑦
௉ଷ

ൗ ൯ 119.76 119.79 119.83 119.88 119.59 120.08 119.94 119.85 119.45 119.81 120.16 120.26 120.23 120.86 121.91 124.00 120.34 
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Table 10: Relative Efficiency (RE) comparison of the proposed estimators with the corresponding reviewed
 estimators 

 HEMaV case LEMaV case 

Relative Efficiency Average Average Rank Average Average Rank 

𝑅𝐸൫𝑦ଵ 𝑦௉ଵൗ ൯ 120.16 2 105.13 3 

𝑅𝐸൫𝑦ଶ 𝑦௉ଶൗ ൯ 118.93 3 119.37 2 

𝑅𝐸൫𝑦ଷ 𝑦௉ଷൗ ൯ 120.39 1 120.34 1 
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