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ABSTRACT 
Similarity, or proximity, measures are used in diverse fields of inquiry to study the trajectory of 
random variables. Patterns, or trajectories, of human population density growth (measured with 
respect to constant area) are well-documented to be closely associated with social, economic and 
environmental development and vulnerabilities. This study is therefore aimed at investigating the 
trajectory of the population density of some Nigerian cities having population density ≥ 900 
persons.km-2 with a view of clustering the cities using Dynamic Time Warping (DTW) algorithms 
as the distance measure. The cities considered were selected on the basis of 2006 National 
Population Commission Census’ report. A Preliminary investigation for the optimal cluster number 
using K-means, Partition Around Medoids (pam) and Agglomerative Hierarchical algorithms 
showed that k = 2 and k = 6 produced optimal clusters. Since a higher optimal cluster value connote 
production of better grouping, outputs for k = 6 was selected. The result showed a dissimilar 
population density trajectory for Okene and Zaria while Uyo and Ikorodu cities had similar 
population density trajectory for the periods considered. Although Kano showed similar population 
density trajectory with Aba and Enugu, the cities of Enugu and Aba had more similar density 
trajectory than the city of Kano. 
Keywords: Population Density, Clustering, Similarity, Time Series  
INTRODUCTION 
Population density is one of the most important indices of urbanization. It holds vital information 
on the well-being, growth, socioeconomic development and environmental dynamics of a 
geographical space, particularly when combined with some important indices in these areas 
consequently aiding good planning and monitoring. For instance, Hummel (2020) investigated the 
“effects of population and housing density in urban areas on income in the United States utilizing 
the relationship between urban density and incomes”. In this study, population density or urban 
density was found to result in higher social interaction and knowledge spill-over leading to skills 
and opportunities exchange and consequently resulting to increased income. Hazarie et al. (2021) 
affirmed population density to lead to increased social interaction but noted that an increased social 
interaction often resulted to faster infectious disease transmission and epidemic outbreaks. de 
Sherbinin et al. (2007) on the other hand related population density to environmental transformation 
and climate change.  

Since urbanization and population density are intertwined, an analysis of the characteristics 
of population density (e.g. in terms of its trajectory) could reveal important information on a city’s 
growth pattern. It could also assist in the design of appropriate policies and as well guide planning 
strategies and, in some cases, form a good platform for adapting an existing policy and/or strategy 
where two or more cities present similar density trajectory. 
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Population density observations, when collected over time, are time series. Time series data 
however present a number of challenges (e.g. high-dimensionality, autocorrelation dynamism etc.) 
and are widely occurring in different fields of applied Statistics. Some of these fields are such that 
perform clustering (e.g. in Remote Sensing and GIS for image time series clustering to aid land use 
and cover monitoring (Maus et al., 2016)), classification (e.g. in bioinformatics and medical studies 
in gene expression data matching (Yuan et al., 2011)), similarity search (e.g. in economics and 
finance for identifying business cycles similarities (Franses and Wiemann, 2020)) or forecasting of 
time series observations.  

Time series clustering is an unsupervised data mining technique for organizing data points 
(or observations) into groups (called clusters) based on some similarity measure. These aggregated 
observations are such that the similarity of objects in the same cluster is maximized while it is 
minimized between objects existing in different clusters (Iglesias and Kastner, 2013). Studies on 
similarity of objects have shown that similarity measurements are distance-measure dependent. 
Some of the most commonly used distance functions are Manhattan distance function, Euclidean 
distance function, Chebyshev distance function and Pearson’s correlation coefficient, amongst 
others. Investigation on the performance of these measures on varied dataset have shown that these 
distance measures may not perform optimally with time series. For instance, though the Pearson’s 
correlation coefficient may be used for finding similarity of variables, it is sensitive to the presence 
of outliers and fails when two time series variables are out of phase, often exhibiting similarity 
when there is dissimilarity. The Euclidean distance, like the Pearson’s correlation coefficient, 
cannot handle two series which are out of phase (Novák and Mirshahi, 2021). These problems are 
however well handled by Dynamic time warping (DTW) distance algorithm. DTW algorithm is a 
nonparametric tool designed for assessing similarity between two time series variables. This study 
is therefore aimed at identifying the similarity of population density trajectory of some Nigerian 
cities with DTW algorithm used as the distance function. This is of great importance to researchers, 
development managers and policy makers. For instance, the outcome of this study could be used as 
a prerequisite for further in-depth comparative studies (e.g. exposure to some risk factors within 
similar cities etc.). It may also aid developmental designs for allocation of transportation, services 
and environmental facilities (e Silva et al., 2020) as well as guide policy formulation. 
 
 
METHODOLOGY 
Data Description 
Data on population density used in this study was obtained from macrotrends website, a site which 
sources its dataset from the World Population Prospects of the United Nations. The data comprise 
annual population density for sixteen Nigerian cities, mostly long-existing (Aliyu and Amadu 
(2017), from 1950 to 2020. Each city selected was one of the seventeen cities with the highest 
population density (i.e. population density ≥ 900 𝑝𝑒𝑜𝑝𝑙𝑒. 𝑘𝑚ିଶ) in Nigeria as identified by the 
National Population Commission’s (NPC) 2006 Census report. Though Maiduguri was listed one 
of the seventeen cities, it was excluded because of the on-going insurgency attacks in Borno State–
the state which houses the city of Maiduguri. The cities considered were: Aba, Lagos, Kano, 
Kaduna, Onitsha, Oshogbo, Port Harcourt, Katsina, Ikorodu, Enugu, Zaria, Ikot Ekpene, Uyo, Ado 
Ekiti, Ilorin and Okene. 
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Dynamic Time Warping (DTW) Algorithm 
DTW algorithm is used for computing the distance and alignment between two time series (Seto et 
al., 2015). The process for this algorithm follows three basic steps: 
STEP 1 (Derivation of Alignment for Points) 

Let 𝑋௜ = {𝑥௜ଵ, … , 𝑥௜௦, … , 𝑥௜௠} and 𝑋௝ = ൛𝑥௝ଵ, … , 𝑥௝௧ , … , 𝑥௝௡ൟ be two time series of length 𝑚 and 𝑛, 

respectively, such that 𝑋௜ and 𝑋௝ = population density in city 𝑖 and city 𝑗, for 𝑖 ≠ 𝑗, at time points 

s and 𝑡 ( 𝑠 ∈ 𝑚,   𝑡 ∈ 𝑛). Also, let a local cost distance matrix, denoted by 𝐶, of dimension 𝑚 × 𝑛 
be defined on the points of 𝑋௜ and 𝑋௝ such that the elements of 𝐶 are the cost function, c, which is 

defined as: 

𝐶(𝑖, 𝑗) = 𝑐൫𝑥௜, 𝑥௝൯ =  ቀ෍ห𝑥௜ − 𝑥௝ห
௣

ቁ

ଵ
௣

.                                                        (1) 

Each matrix element (𝑖, 𝑗) in Equation (1) then corresponds to the alignment between the points 
𝑥௜ and 𝑥௝. Entries in parenthesis on RHS of Equation (1) is the generalized Minkowski distance 

bearing a value of 𝑝 = 1 when Manhattan distance is to be used and 𝑝 = 2 for Euclidean distance. 
 
STEP 2 (Derivation of the warping path) 
The DTW algorithm then finds the warping path that minimizes the alignment between 𝑋௜ and 𝑋௝ 

by iteratively stepping through the local cost distance matrix, 𝐶(𝑖, 𝑗). A warping path  
𝑊 = (𝑤ଵ,   𝑤ଶ, … , 𝑤௄),       max(𝑚, 𝑛) ≤ 𝐾 < 𝑚 + 𝑛 − 1, 

is a contiguous set of matrix elements defining a mapping between 𝑋௜ and 𝑋௝ such that the 

𝑘𝑡ℎ element of 𝑊 is defined as 𝑤௞ = (𝑖, 𝑗)௞ and the path, W, satisfies: 
i. Boundary condition: 𝑤ଵ = (1,1) and 𝑤௄ = (𝑚, 𝑛); 
ii. Continuity condition: Given 𝑤௞ = (𝑎, 𝑏), then 𝑤௞ିଵ = (𝑎′, 𝑏′), where 𝑎 − 𝑎ᇱ ≤ 1 and  
     𝑏 − 𝑏ᇱ ≤ 1. 
iii. Monotonicity condition: Given 𝑤௞ = (𝑎, 𝑏), then 𝑤௞ିଵ = (𝑎ᇱ, 𝑏ᇱ),  where 𝑎 − 𝑎ᇱ ≥ 0 and     
 𝑏 − 𝑏ᇱ ≥ 0. 
STEP 3 (DTW Measure) 
The DTW distance is then the sum of the pointwise distances along the optimal path, W*, for the 
cost function 𝑐(𝑤) such that (Seto et al., 2015): 

𝐷𝑇𝑊൫𝑋௜, 𝑋௝൯ = min
ௐ

൝෍ 𝑤௞

௄

௞ୀଵ

ൡ .                                                                       (2) 

The optimal alignment is then given by the warping path, 𝑝, that minimizes the cumulative distance 
of all mapped point pairs, computed recursively, by the recurrence relation: 

𝛾(𝑖,  𝑗) = 𝑑൫𝑥௜, 𝑥௝൯ + 𝑚𝑖𝑛{𝛾(𝑖 − 1, 𝑗 − 1), 𝛾(𝑖 − 1,  𝑗), 𝛾(𝑖,  𝑗 − 1)}     (3) 

where 𝑑൫𝑥௜, 𝑥௝൯ is the distance measured between points 𝑥௜ and 𝑥௝ and the ith start condition is 

𝑑(0,  0) = 0. 
 
Hopkins Clustering Tendency Statistic (H)  
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Hopkin’s statistic (Brian and Skellam, 1954) is used the clustering tendency of a dataset. In other 
words, this measure investigates whether a given dataset contains meaningful clusters. The 
Hopkin’s statistics is defined as: 

𝐻 =
∑ 𝑦௜

௡
௜ୀଵ

∑ 𝑥௜
௡
௜ୀଵ + ∑ 𝑦௜

௡
௜ୀଵ

.                                                                                   (4) 

H = Hopkin’s statistic;  
𝑥௜ = distance between each point in the dataset and a corresponding nearest neighbour; 
𝑦௜ = distance between each point in the simulated dataset with same variance as the original     
dataset and a corresponding nearest neighbour; 
𝑛 = sample size. 
The null hypothesis for this statistic (H) is given as: 

𝐻௢: 𝑇ℎ𝑒 𝑑𝑎𝑡𝑎𝑠𝑒𝑡 𝐷 𝑖𝑠 𝑢𝑛𝑖𝑓𝑜𝑟𝑚𝑒𝑙𝑦 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑑 (𝑖. 𝑒. 𝑛𝑜 𝑚𝑒𝑎𝑛𝑓𝑢𝑙 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠). 
This hypothesis is rejected when the values of H is close to zero. 
Hierarchical Cluster Algorithm 
The hierarchical agglomerative clustering algorithm was used for partitioning the cities into 
different clusters. This task was done iteratively using the dynamic time warping distance measure 
and a complete linkage method. The complete linkage method aggregates objects such that the 
distance between two clusters is the maximum distance between their objects.  
Cluster Evaluation  
The population density clusters were evaluated using seven internal validation indices (Table 1). 
These indices measure the goodness (i.e. quality as well as usefulness) of the generated clusters 
using information from the clusters and their objects; that is, no external information were used. All 
analysis were done within the R programming environment, version 4.1.2. 

Name Notation Formula 

Silhouette index 
(Rousseeuw, 1987) 

Sil 
1

𝑁𝐶
෍

1

𝑛௜
௜

෍

min
௝ஷ௜

൤
1
𝑛௝

∑ 𝑑(𝑥, 𝑦)௬ ∈ ஼ೕ
൨ −

1
𝑛௜ − 1

∑ 𝑑(𝑥, 𝑦)௬ ∈ ஼೔ ,௬ஷ௫

max ൤൬min
௝ஷ௜

൤
1
𝑛௝

∑ 𝑑(𝑥, 𝑦)௬ ∈ ஼ೕ
൨൰ , ቀ

1
𝑛௜ − 1

∑ 𝑑(𝑥, 𝑦)௬ ∈ ஼೔,௬ஷ௫ ቁ൨௫ ∈ ஼೔

 

Score function index 
(Saitta et al., 2007) 

SF 
1 −

1

𝑒௘
൝൭

∑ ห಴ೖห಴ೖ ∈ ಴ ೏൫ ೎ೖതതതത,೉ഥ ൯

ಿ ×಼
൱శቆ∑

భ

ห಴ೖห
  ∑ ೏൫ೣ೔,   ೎ೖ൯ೣ೔ ∈ ಴ೖ಴ೖ ∈ ಴  ቇൡ

 

Calinski-Harabasz index 
(Calinkski and Harabasz, 1974) 

CH 
∑ 𝑛௜𝑑

ଶ(𝑐௜, 𝑐)/(𝑁𝐶 − 1)௜

∑ ∑ 𝑑ଶ(𝑥, 𝑐௜)/(𝑛 − 𝑁𝐶)𝑥 ∈ 𝐶𝑖௜
 

Davies-Bouldin index 
(Davies and Bouldin, 1979) 

DB 
1

𝑁𝐶
෍ max

௝ஷ௜
൮

1
𝑛௜

∑ 𝑑(𝑥, 𝑐௜)௫ ∈ ஼೔
+

1
𝑛௝

∑ 𝑑൫𝑥, 𝑐௝൯௫ ∈ ஼ೕ

𝑑൫𝑐௜, 𝑐௝൯
൲

௜

 

Modified Davies-Bouldin index 
(Kim and Ramakrishna, 2005) 

DB* 
1

𝐾
 ෍

max
𝑐𝑙 ∈ 𝐶\𝑐𝑘

൛𝑆൫𝑐𝑘൯ + 𝑆൫𝑐𝑙൯ൟ

min
𝑐𝑙 ∈ 𝐶\𝑐𝑘

{𝑑(𝑐𝑘തതത, 𝑐𝑙ഥ )}
𝐶𝑘 ∈ 𝐶 

 

Dunn index  
(Dunn, 1974) 

D min
௜

൞min
௝

൦

min
௫ ∈ ஼೔,௬ ∈ ஼ೕ

𝑑(𝑥, 𝑦)

max
௞

൜ max
௫,௬ ∈ ஼ೖ

𝑑(𝑥, 𝑦)ൠ
൪ൢ 
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COP index 
(Gurrutxaga et al., 2010) 

COP 
ଵ

ே
  ∑ |𝑐௞|

భ

ห೎ೖห
 ∑ ௗ(௫೔,௖ೖതതത)ೣ೔ ∈ ೎ೖ

  

୫୧୬
ೣ೔ ∉ ೎ೖ

୫ୟ୶
ೣೕ ∈ ೎ೖ

ௗ൫௫೔,௫ೕ൯௖ೖ ∈ ஼     

Table 1: Internal cluster validation measures used (n: number of objects in dataset (D); c: center of D; NC: Number 

of clusters; Ci: the ith cluster; ni: number of objects in Ci; ci: center of Ci; d(x, y): distance between x and y) 

 
RESULTS AND DISCUSSION 
An exploratory analysis of the trajectory of each city’s population density (Figure 1) showed that 
each density was growing exponentially with Onitsha showing a clearly distinct growth rate from 
2000 to 2020. Analysis of the clustering tendency of the dataset using Hopkin’s test statistic (H) 
gave a 0.2103 value which was significantly away from the 0.50 limit and closer to a zero value. 
Therefore, the null hypothesis of the test was rejected thereby upholding the alternative hypothesis 
that the dataset considered in this study can be aggregated into meaningful set of clusters. 
 Assessment of the optimal number of clusters (denoted k) that could be used for aggregating 
the objects using the “NbClust” function in R showed that optimality was attained at k = 2 and k = 
6. This number of clusters were obtained to be agreed to by the hierarchical clustering method, 
partition around the medoids method and kmeans algorithms. Since k = 2 and k = 6 both agreed to 
produce optimal results, k = 6 was used for data clustering using the hierarchical agglomerative 
clustering method and the dynamic time warping distance algorithm. The outcome of the clustered 
population density trajectory is presented on a Dendrogram (Figure 2). 

 
Figure 1: Population density trajectory of Nigeria’s most densely cities (1950 – 2020) 
 

Figure 2 showed the entire sixteen city population density trajectories partitioned into two 
major groups with each group further splitted to contain cities which share more similar population 
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density trajectories. The Dendrogram showed that Zaria and Kaduna showed similar population 
density trajectory while the population density trajectory across the periods study was similar for 
Ilorin and Oshogbo cities. Ikorodu and Uyo were also observed to have similar population density 
trajectory. Although Onitsha, Port Harcourt and Ikot Ekpene showed similar population density 
trajectory, the study showed that Onitsha city and Port Harcout city had more similar population 
density trajectory than Ikot Ekpene city. 

 
Figure 2: Dendrogram for trajectory of Nigeria city’s population density 
   
 A table of the cluster validation index values for the seven evaluation measures used in this 
study is presented as Table 2. Values in bold face were suggested to give optimal cluster by the 
indices. Among the five clusters (k = 2, 3, 4, 5, and 6) tested against the population densities, the 
result showed k = 2, 5 and 6 to be preferred. This thus confirms the result presented by the NbClust 
function in the R function consequently implying that the use of k = 6 was sufficient and reliable. 

CVI K = 2 K = 3 K = 4 K = 5 K = 6 

Sil 0.52789 0.45305 0.40460 0.31246 0.26871 

SF 0.03106 0.00503 0.00598 0.04857 0.01921 

CH 20.27430 12.16530 9.36867 8.03563 6.89850 

DB 0.68234 1.01071 0.83030 0.45962 0.62333 

DB* 0.68234 1.14694 0.90234 0.68696 0.81365 

D 0.28127 0.46090 0.52393 0.52393 0.56555 

COP 0.24580 0.18904 0.16125 0.14434 0.12274 
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Table 2: Cluster Validation Indices for Nigeria city’s population density trajectory (Values in boldface 

gives optimal cluster number by index) 
 
CONCLUSION 
This study investigated the trajectory of the population density of the most densely populated cities 
in Nigeria, as identified by the NPC 2006 report. All city’s population density trajectory for the 
study period were observed to increase exponentially while Onitsha had the most increase from 
Year 2000. Clusters with meaningful objects were derived from the data at k = 6. In the light of this 
study, the trajectory of the growth of the population density of some Nigeria cities can be grouped 
into identical groups using clustering method. 
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