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ABSTRACT 
Having looked at the use of Latin-Square Design in analyzing agricultural data, it is viewed that a      
relatively simple alternative can come from statistical quality control. The data set considered in this 
paper is for wheat yield resulting from  a Latin-Square Design. Statistical quality control is basically 
meant for analyzing data on manufactured products. The data- presentation format for both wheat 
yield and manufacture data can be the same if the researcher so chooses. One of the possibilities is 
the data- presentation format for range- control analysis [where the sample size ,n, can be made equal 
to the  number of samples, m]  and that of the Latin -Square Design where the number of rows is 
equal to the number of columns is equal to the number of treatments. It is possible to make all these 
variables equal  for the two methods, and this is what has been done in this paper. The other imposed 
condition is that if the sample means are significantly different, then, they  are deemed collectively 
effective. Range-control analysis is a relatively simple method among the methods used in statistical 
quality   control to determine whether or not the manufactured items meet a pre-manufacture set stan-
dard.  For reasons of simplicity, this quality control method has been proposed as a possible alterna-
tive to the  Latin-Square Design. The results of the tests conducted using the range- control analysis 
and the analysis of variance for the Latin –Square design lead to the same statistical conclusions: the 
effect of rows and columns on the wheat yield is not significant, but the effect of the treatments signifi-
cantly  influenced the wheat yield.   Hence, it is concluded that the two methods used in the analysis 
are good alternatives.   
 
Key words: range-control limits,   statistical quality control,  pre-manufacture set standards,   imposed 
conditions.  

INTRODUCTION 
According to Brookes and Dick (1969),   
experiments are carried out to test the va-
lidity of a hypothesis or to estimate the 
magnitude of an effect. Consider, for ex-
ample, an experiment in which the effects 
of five various fertilizers on the yield of 
crops is to be tested. The field on which 
the experiment is carried out is divided 
into twenty five similar plots comprising a 

five-by-five matrix, which are then treated 
with fertilizers A, B, C, D and E. Each fer-
tilizer is used only once in each row and in 
each column. The data format is always a 
row-by-column and in the case of Latin 
squares, the number of rows equals the 
number of columns which is also equal to 
the number of treatments. 
 
The Latin Square allows for testing for the 
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significant effect of the rows, the columns 
and the treatments. This test of signifi-
cance is usually carried out using the 
analysis of Variance (ANOVA) by the F- 
test. When treatment effect has been found 
to be significant using the ANOVA, then,  
Duncan’s Multiple Range Test is used to 
determi9ne treatments that are signifi-
cantly different from one another (Adigun, 
2002; Adigun, et al., 2003). Androulidakis 
et al. (1996) used Kendall’s coefficient of 
concordance (W) to similarly analyze ag-
riculture data. Parsimony requires that out 
of two or more  alternative models the 
simplest should be preferred. 
 
The aim of this paper, then, is to use the 
range-control limits analysis (RCA to test 
for the significance or otherwise of the    
effects of the rows, the columns and the 
treatments instead of using the ANOVA 
used by Moroney (1976). 
 
The RCA is found in statistical quality   
control: (quality control, for short). Qual-
ity control is the application of statistical       
procedures to determine if a stable system 
of random effects is present when a proc-
ess or a product is tested against a quality  
standard (Blank, 1980). 
 
Further, quality control is the application 
of hypothesis-testing procedure each time 
a sample or samples are taken for investi-
gation. To be absolutely certain that all 
items being produced by a manufacturer 
meet the specification laid down in ad-
vance and hence may be delivered to cus-
tomers, it is necessary to inspect each one. 
If, however, only samples of these items 
are inspected, there is always a level of 
uncertainty that those ones not inspected 
but which are a part of a passed batch will 

not be suitable. The investigation and re-
duction of this level of uncertainty by using 
simple random sampling without replace-
ment and probability is what is loosely 
called statistical quality control. 
 
In this connection, after considering cost 
implications, samples of equal and small 
sizes, each size usually being less than or 
equal to ten, in most cases, each time, are 
taken for cases of variable-testing, small or 
large samples also of equal sizes may be 
taken for attribute-testing. Acceptance or 
rejection sampling may also require a small 
or large sample. There is no fixed relation-
ship between the population size and the 
sample size in range- control analysis; the 
principle is that there is massive production 
of units having an infinitely large popula-
tion out of which small samples are taken     
without replacement. 
 
After samples have been taken, an appro-
priate control chart is then used in accor-
dance with the quality-control technique 
being used. Some of the control charts in-
clude those of acceptance requiring single 
or double or multiple sampling plans, such 
as the Dodge-and-Rominq sampling 
scheme (Moroney, 1976), the proportion or 
fraction defective or the P-chart (Blank, 
1980); the mean chart (or the X-chart), the 
range chart or the R-chart (Moroney, 1976; 
Summers et al., 1977; Blank, 1980;      
Banjoko, 1989). In this paper the range- 
control scale consisting of range-control 
limits  and the sample ranges has been used 
because doing so sufficiently explains the 
thought of the process. 
 
In the end if all the appropriate sample    
statistic (e.g. sample means, sample ranges) 
lie between the appropriate control limits 
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of the control chart, the process or the 
batch of its finished products is said to be 
at a desired level of good quality and 
hence it is acceptable as far as the study 
variable or attribute goes. However, if at 
one of the sample statisticslies outside the 
appropriate control limits of the chart, 
then, something in the process has 
changed and it requires investigation 
(Caswell, 1982).  He also stated that  it is 
usual to look upon the     following occur-
rences as signals that some interfering fac-

tor is influencing the process and hence 
investigation is required: 
 
A point outside the action-control limits. 
 
i. Two successive points between the 
      warning- and the action- control limits. 
 
ii    Five successive points in control  but 
      on the same side of the mean line.                                                          
 

 MATERIALS AND METHODS   
Item Sample number 

  
1  2.  ..j … m 

Row or Sample 
  
Range Ri 

1 X11 X12 … X1j … X1m R1 

2 X21 X22 … X2j … X2m R2 

. 

. 

. 

 .  . . 
    . 
    . 

. 

. 

. 
I Xi1 Xi2 … Xij … Xim Ri 

. 

. 

. 

. .   . 

. .   . 

. .   . 

. 

. 

. 
N Xn1 Xn2 … Xnj   Xnm Rn 

 
Column or Sample range Rj 

  
R1 R2…        Rj…  Rm 

  

It is known that this data-presentation for-
mat is adaptable to that of the Latin 
Square by letting the number of rows be 
equal to the number of columns equal to 
the number of treatments in  experimental 
design in agriculture. The objective here is 
to compare the range-control limits     
analysis with Latin Square in analyses of 
agricultural data. In testing of a hypothesis 
in statistics, various methods may be used, 
but the conclusion to accept or reject the 
tested hypothesis must be the same for all 

such methods. This is what is in focus in 
this paper. For example, if Latin Square is 
used, and the range-control limits analysis 
is also used and the two methods lead to 
the same conclusion-accepting or rejecting 
the tested hypothesis, then, the two      
methods can be said to be good               
alternatives. 
 
The sample range is the difference between 
the largest and the smallest values in the 
sample. Control of item-to-item variability 
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in quality work is achieved by setting up a 
control chart for the range. The sampling 
distribution of the ranges has been worked 
out and tables have been produced for the 
purpose [Alabi-Labaika, 2005].  
 
In the data format samples each of size m 
or n are taken and the sample ranges are 
also taken and denoted as R1., R2., …,Ri.,
…, Rn. for the row arrangement of data or 
R.1, R.2, …, R.j, …, R.m for the column 
arrangement. The mean of such sample 
ranges, R, is calculated from: 
                                                                    
Rr = ΣRi.   for rows , for columns Rc =  ΣRi  
         r       c       
for treatments Rt =  ΣRi. 
              t                                                                                           
There are several alternative tables of 
range factors and we shall use the one 
having four factors or coefficients for a 
given   sample size n. The factors are de-
noted by DUA DUW, DLW, DLA corre-
sponding to the four range-control limits 
usually used. This alternative of four fac-
tors is preferred because it has warning 
factors. Warning prevents damage that 
may later occur otherwise. Each coeffi-
cient is multiplied by a given mean of 
sample ranges, R, (Moroney, 1976) as  
Range Upper Action Control Limit
(RUACL) = DUAXR 
Range Upper Warning Control Limit 
(RUWCL) = DUW X R 
Range Lower Warning Control Limit 
(RLWCL) = DLW X R 
Range Lower Action Control Limit 

(RLACL) = DLA X R 
 
Decisions are then taken as explained by 
Caswell (1982). That is, if all the sample 
ranges lie between the warning limits, then, 
the sample range is under control and we 
assert that there is an insignificant differ-
ence among sample ranges, and conse-
quently variability in output is owing to 
chance or that the treatment under test is 
not significantly effective. However, if a 
sample range lies between the upper warn-
ing control limit and the upper action con-
trol limit or between their respective lower 
counterparts, then the sample range is not 
under control and we conclude that there is 
a warning that there may be an upset that 
requires investigation. If a sample range 
lies beyond any of the two actions limits, 
then, undoubtedly something is wrong with 
the process that needs to be investigated 
and corrected. Test samples are taken after 
correction to make sure that steady-state 
conditions have resumed before full-scale 
production is  recommenced. However, if it 
is a treatment that is under test, then we 
conclude that such a treatment is highly 
significant or effective. 
 

RESULTS AND DISCUSSION  
 

Consider the agricultural data on yields of 
wheat in kilograms resulting form five      
manurial treatments A, B, C, D and E ap-
plied to 25 plots of land shown in Table 1. 
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We now conduct tests of significance or  
otherwise of the effects of the five rows, 
the five columns and the five treatments 
A, B, C, D and E as given in the table. The 
three corresponding null hypothesis are: 
 
i. Ho: the effect of rows is not significant 
      an hence, it may be neglected 
ii.   Ho: the effect of columns is not 
      significant and hence it may be  
      neglected. 
iii. Ho: the effect of treatments is not        
      significant and hence it may be  
      neglected. 

 
We test these null hypotheses by using 
range-control limits. 
 
i. The five rows: 
Row sample ranges Rr are 21-6, 16-7, 17-
8, 15-7, 15-8 or 15,9,9,8,7. 
The average of the five ranges, R-r

, is 
Rr  = 15 + 9 + 9 + 8 + 7 = 9.6   
  5                      

 

Here n = 5 rows, R-
r = 9.6, m =5                                 

 
From quality-control tables of coefficients 
of Rr, Di ‘s 
We have, as previously noted, these usual 
four range control limits as: 
 
RUACL  = DUA Rr  =2.34 (9.6)    =22.464 
RUWCL = DUW Rr =1.81 (9.6) =17.376 
RLWCL = DLW Rr =0.37 (9.6)  =3.552 
RLACL  = DLA Rr     = 0.16 (9.6) =1.536 
 
where: DUA=2.34,DUW=1.81,DLW=0.37, 
DLA=0.16 for sample size 5 are obtained 
from statistical- quality- control tables for 
sample ranges (Alabi-Labaika, 2005). 
 
ii. The five columns: 
Column sample ranges Rc, are: 
13-8, 17-8, 21-7, 15-7, 17-6 OR 5, 9, 14, 8, 
11. 
The average of the sample ranges,Rc is:  
Rc =   5 + 9 + 14 + 8 + 11  = 9.4  
  5 

 A B C D E Row range 

  13 9 21 7 6 15 

  D E A B C   

  9 8 15 7 16 9 
  B C D E A   

  11 17 8 10 17 9 

  E A B C D   

  8 15 7 10 7 8 

  C D E A B   

  11 9 8 15 11 7 

Column range 5 9 14 8 11   

Table 1: Wheat yields from treatments A, B, C,D and E with  row and column    
     ranges 

  Source of data: Moroney (1976)  
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Here n = 5,  Rc = 9.4 
                                                                             
From the quality control table of coeffi-
cients of Rc,     
                                                                                                                                                                                                                                                             
Di’s we have the usual four range control 
limits as: 
 

RUACL  = DUA Rc = 2.34 (9.4) =  21.996 
RUWCL = DUW Rc =1.81 (9.4) =  17.014 
RLWCL = DLW Rc = 0.37 (9.4) =    3.478 
RLACL  = DLA Rc  = 0.16 (9.4) =    1.504 
 
iii. The five treatments A, B, C, D and E. 
Here we collect all the yields for each one 
of the five treatments and get: 

Table 2: Yield sample ranges for treatment A, B, C, D and E 

Yield number A B C D E 

 
1 

  
13 

  
9 

  
21 

  
7 

  
6 

2 15 7 16 9 8 

3 17 11 17 8 10 

4 15 7 10 7 8 

5 15 11 11 9 8 

Yield sample range   
4 

  
4 

  
11 

  
2 

  
4 

The five treatments yield sample ranges Rt are 
17-13, 11-7, 21-10, 9-7,  10-6 
OR  4, 4, 11, 2, 4 
The mean of the treatment yield sample range Rt is (t = 5) 
 
     Rt   = 4 + 4 + 11 + 2 + 4  = 5 
   5  5   
Here again n = 5, Rt =5 
From the quality control table of coefficients of sample range mean, Rt, Di’s, we have 
the following usual four control limits. 
 
RUACL = DUA Rt  = 2.34 (5)  = 11.7 
RUWCL = DUW Rt  = 1.81 (5)  = 9.05 
RLWCL = DLW Rt  = 0.37 (5) = 1.85 
RLACL = DLA Rt  = 0.16 (5)  = 0.80 
 
 

Collecting all the results for rows, columns and treatments separately and arranging 
them in a decreasing order of magnitude in each case we have for: 
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In the orderly arrangement or the range 
control scale all the row sample rages are 
between the two warning limits 
(17.38=RUWCL and 3.55=RLWCL). We 
conclude ,consequently, that sample 

ranges are statistically controlled. Hence, 
we accept the null hypothesis that the ef-
fect is not significant and hence, it may be        
neglected. 

 i.  Rows 
Table 3: Fixing row sample ranges in the range-control limits  
Serial number Row  number Range-control limits and sample ranges 

1 - 22.46 = RUACL 
2 - 17.38  = RUWCL 

3 1 15            

4 - 9.6  = Rr row men range 

5 2 9 

6 3 9 

7 4 8 

8 5 7 

9 - 3.55 = RLWCL 

10 - 1.54 = RLACL 

(ii)   Columns: 
Table 4:  Fixing column sample ranges in the range-control limits 
Serial number Column  number Range-control limits and sample ranges 

1 - 22.00 = RUACL 

2 - 17.01  = RUWCL 

3 3 14 

4 5 11 

5 - 9.4  = Rc column mean range 

6 2 9 

7 4 8 

8 1 5 

9 - 3.48 = RLWCL 

10 - 1.50 = RLACL 

In the range- control limit scale, all col-
umn sample ranges lie between the two 
warning limits (17.38=RUWCL and 
3.55=RLWCL). Hence, we accept that the 

column sample ranges are under control 
and consequently accept the hypothesis of 
the insignificant effect of the columns. 
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In the treatment range-control scale, the 
sample range for the treatment C is out-
side the warning limits, 9.05= RUWCL 
and1.85 = RLWCL, and approaches the 
upper action limit, 11.70= RUACL. This 
is a warning that there may be a problem 
or significance of the treatment C using 
Caswell’s decision criterion mentioned 
earlier that one point on or outside the ac-
tion control line is usually looked upon as 
a signal that some interfering factor is in-
fluencing that process. We may then con-
clude that the five treatments  significantly 
influenced the yield of wheat as we have 
it. To be perfectly right in this case we 
should say that if a sample range lies be-
tween the upper warning limit and the up-
per action limit or between their respec-
tive lower counterparts, then, there is       
significance. 
 

CONCLUSION 
Range-control analysis: the effects of the 
rows and the columns are insignificant, 
but the effect of the treatments is signifi-
cant. This conclusion  is to be compared 

with that of the analysis of variance for the 
Latin-Square design in the next section. 
 
ANOVA with Latin Square 
The following points are to be noted at this 
transition from the range-control limits 
analysis of agricultural data to the use of  
the Latin Square Design based on the 
analysis of variance: 
 
The above-given data  was analyzed as if 
they were manufacturing data: the objec-
tive is to see if  a statistical quality control 
technique can be applied to agricultural 
data of that form. The range-control limits 
analysis has been chosen out of many qual-
ity control techniques because it is rela-
tively simple compared to some others in 
the group.    Further, it is also  a part of the 
objective to give a rather simple method as 
an alternative to the classical agricultural 
methods of analyses of such data.. 
 
The range- control limits scale has been 
used to determine the degree of effective-
ness of each treatment, that is, which      

iii.  Treatments: 
Table 5: Fixing treatment sample ranges in the range-control limits 
Serial number Treatment letter Range-control limits and sample ranges 

1 - 11.70  = RUACL 

2 C 11 

3 - 9.05  = RUWCL 

4 - 5   = Rt treatment mean range 

5 A 4    

6 B 4 

7 E 4 

8 D 2 

9 - 1.85  = RLWCL 

10 - 0.80  = RLACL 
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treatments perform better than when there 
is no treatment  by looking at the positions 
of  the appropriate ranges on the scale;  
the   degree of  the  effectiveness of every 
row and of every column is similarly de-
termined. However, the analysis of vari-
ance in this paper determines the collec-
tive effectiveness or otherwise of the treat-
ments by hypothesizing that they have the 
same effect and by extension that they 
have equal yield means. If the yield means 
of the treatments are significantly differ-
ent, the  effects of the treatments are col-
lectively significant. Further, it is required 
that the sample size ,n, be equal to the 
number of samples ,m, equal to the num-
ber of rows ,r, equal to the number of col-
umns ,c, equal to the number of        treat-
ments ,t, for the comparative analysis be-
ing proposed here to be workable. 
 
 It is the range- control limits only that are 

used and not the range- chart [or graph]    
because rang- control limits alone are suffi-
cient for the required analysis in our case 
here. 
 
The range- control limits parameters are 
tabulated for the range - control limits 
analysis [Alabi-Labaika, 2005], they are 
not used in the course of the analysis of        
variance of the Latin- Square Design. 
 
Again, the link between the range- control 
analysis [RCL] with the analysis of vari-
ance [ANOVA] is: 
Number of rows, r ,= the number of col-
umns, c,= the number of treatments, t,= the 
sample size, n,=the number of   samples, m 
The joint effects of the treatments are in  
focus in the tests here and not individual 
treatment effects. 

Null Hypothesis (Ho) for  Latin Square Design -Analysis of Variance [ANOVA] 
1. Ho : For the treatments the sample yield means are equal x1 = x2 = x3 =…=  or not 
     significantly different.                                                                                                                                     
2.  Ho: The effect of r rows is not significant 
3.  Ho : The effect of c columns is not significant 
 
Calculation for the tests: 
Total sum of squares =Σxi 

2
 – [ Σxi ]2 /rc = 132+92+212+…+112+72 –[13+9+21+…+ 

                11+7]2 =3413-3025=388 
 
Rows sum of squares=  ΣT2i./ni.-[Σ xi] 2/rc =562/5  +552 /5 +632/5 +472/5 +542/5 - 
     2752/25 = 15255/5 -3025 =3051 -3025 =26 
                                                                                                                                                                                                                                                             
Columns sum of squares =Σ  T2.j/n.j –Σ[ xi]2/rc  =522/5 +582/5 +592/5 +492 /5 +572 /5  - 
      2752/25 =3039.8 -3025 =14.8 
 
Treatments sum of squares = 752/5+ 452/5 +752/5 +402/5 + 402/5 -2752/25 
                                              =16475/5 -3025 =3295 -3025 = 270 
 
Mean sum of squares, mss=sum of squares/degree of freedom=ss/df 
The degree of freedom df for r rows is r-1, for c columns, is c-1, t-1 for t treatments and 
rc-1 for the total sum of squares.                                                          
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From the table of the F-distribution, F[ 4, 
12, .01]  = 5.41 and F[4,12, .05]=3.26                            
Comparing the F-ratios with the tabulated 
F’s, the F-ratios of rows[1.01] and of       
columns  [0.58] are each less than those 
from tables at .01 probability level, 
[5.4From the table of the F-distribution, F
[ 4, 12, .01]  = 5.41 and F[4,12, .05]=3.26                            
Comparing the F-ratios with the tabulated 
F’s, the F-ratios of rows[1.01] and of       
columns  [0.58] are each less than those 
from tables at .01 probability level, [5.41] 
and at .05 probability level, [3.26]. It is         
concluded, then, that the effects of rows 
and columns do not have significant ef-
fects on the wheat yield. However, the F-
ratio of treatments [10.50] is higher than 
the tabulated ones:[5.41 and 3.26]. Hence, 
the treatments significantly influenced the 
wheat yield. 
 
The over- all conclusions are that with the 
range-control analysis [RCA] the effects 
of rows and columns are not significant on 
the wheat yield. Similarly the effects of 
rows and columns are not significant with 
analysis of variance [ANOVA]. Further, 
the    effect of the treatments is significant 
with both RCA and ANOVA methods of 
analysis. In that case the two methods, 
RCA and ANOVA, are good alternatives 
for analyzing agricultural data presented 
according to the format given in this pa-
per, i.e., the number of rows = the number 

of columns= the number of treatments 
 = sample size= number of samples 
[for the Latin- Square Design and Range- 
Control Analysis]. At this point the set ob-
jective of the paper has been achieved. 
 
The RCA may also be used to analyze    
market data in a row-by-column form, say, 
in agricultural economics. 
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